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Overview

• Introduction – overall motivation
• Technologies for media fragment creation and annotation
  – Video temporal segmentation to shots
  – Video temporal segmentation to scenes
  – Visual concept detection
  – Event detection
  – Object re-detection
• Demos

For each presented technology, we go through:
  – More precise problem statement
  – Brief overview of the literature
  – A closer look at a MediaMixer-promoted approach
  – Indicative experiments and results
  – Conclusions
  – Additional reading (references)
Introduction - motivation

• We have: media items
• We want to: enable fine-grained access to the media
• Thus, we need to:
  – Break down each media item to meaningful fragments
  – Annotate each fragment to make it searchable
• We could do this either
  – Manually: + accuracy, - speed, cost, effort \(\rightarrow\) only feasible for low-volume, high-value media items
  – Automatically: - accuracy, + speed, cost, effort \(\rightarrow\) the only option for handling high volume of content
• MediaMixer promotes technologies for the automatic fragmentation and annotation of video content
  – Temporal fragment creation: shot and scene detection
  – Class-level annotation: visual concepts, events
  – Instance-level annotation: object re-detection
  – Keep in mind: annotation is also useful for refining fragmentation
Fragment creation: shots

• What is a shot: a sequence of consecutive frames taken without interruption by a single camera

• Shot segmentation
  – temporal decomposition of videos by detecting the boundaries or the changes between the shots
  – foundation of most high-level video analysis approaches, such as video semantic analysis and fine-grained classification, indexing and retrieval.

• Shot change is manifested by a shift in visual content
  – Two basic types of transition
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• Challenge: avoid being mislead by
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Example of camera flashlights

False alarm of abrupt shot change
Challenges

- Challenge: avoid being mislead by
  - Illumination changes (e.g. due to camera flash-lights)
  - **Fast camera movement**
  - Rapid local (visual object) motion
  - ...

Example of fast camera movement

False alarm of gradual shot change
Challenges

- Challenge: avoid being misled by
  - Illumination changes (e.g. due to camera flash-lights)
  - Fast camera movement
  - **Rapid local (visual object) motion**
  - ...
Related work

• Can generally be organized according to
  – Data to work with: uncompressed vs. compressed video
  – Features to use (also depends on the data)
  – Threshold-based vs. learning-based methods

• Compressed video methods
  – Reduce computational complexity by avoiding decoding, exploiting encoder results
    • Macroblock information of specific frames (e.g. intra-coded, skipped)
    • DC coefficients of the compressed images
    • Motion vectors included in the compressed data stream
  – Generally, very fast but not as accurate as uncompressed video methods
Related work

• Uncompressed video methods
  – Pair-wise pixel comparison
  – Global visual feature comparison (e.g. color histogram, color coherence) comparison
  – Edge-based approaches, e.g. evaluating an edge change ratio
  – Motion-based approaches
  – Local visual features / Bag of Visual Words
    • Some features more computationally expensive than others
  – Deciding using experimentally-defined thresholds: often hard to tune → Machine learning (often Support Vector Machines (SVMs)) for learning from different features

• General remark: high detection accuracy and relatively low computational complexity are possible when working with uncompressed data
A MediaMixer-promoted approach

- Based on the uncompressed-domain approach introduced in [8]
- Detects both abrupt and gradual shot transitions, based on:
  - extracting visual features, (color coherence, Macbeth color histogram and luminance center of gravity) and forming a feature vector per frame
  - computing the distances between vectors of neighboring frames, composing distance vectors
  - evaluating distance vectors using one or more SVM classifiers

![Diagram of shot transition detection process]
A MediaMixer-promoted approach

Further extension:

- Lightweight flash detection algorithm
- Changes within a short-term sequence of frames are recognized as camera flashlights

**Flash Detection**

Short-term sequences of frames with value 1 (mainly) are recognized as camera flashes and are set 0

**Feature Extraction**

- Color Coherence
- Macbeth Color Histogram
- Luminance Center of Gravity

**Feature Vector**

**Distance Vector**

**SVM Classifier**

Shot boundary! (frame value = 1)

- Same shot! (frame value = 0)
Experiments and Results

• Dataset
  – About 7 hours of video
    • 150 min. of news shows
    • 140 min. of cultural heritage shows
    • 140 min. of various other genres

• Ground-truth (generated via manual annotation)
  – 3647 shot changes
    • 3216 abrupt transitions
    • 431 gradual transitions
  – 18 camera flashlights

• System specifications
  – Intel Core i7 processor at 3.4GHz
  – 8GB RAM memory
Experiments and Results

- Detection accuracy expressed in terms of:
  - Precision (P): the fraction of detected shots that correspond to actual shots of the videos
  - Recall (R): the fraction of actual shots of the videos, that have been successfully detected
  - F-Score: $2(PR)/(P+R)$

- Flash detectors performance
  - Precision: 100%
  - Recall: 78%
  - F-Score: 0.876

- Time performance
  - Runs in 1.25x real time (i.e. the video’s actual duration)

Online demo available at: [http://www.youtube.com/watch?v=0leVkXRTYu8](http://www.youtube.com/watch?v=0leVkXRTYu8)
Shot detection conclusions

• Overall accuracy of shot detection methods is high (>90%), sufficient for any application
• Detection of gradual transitions & handling of intense motion still a bit more challenging
• Real-time or near-real-time processing is feasible (but faster processing may be needed in some applications)
Shot detection: additional reading

Fragment creation: scenes

• What is a scene: a higher-level temporal video segment that is elementary in terms of semantic content, covering either a single event or several related events taking place in parallel

• Scene segmentation
  – temporal decomposition of videos into basic story-telling units
  – important prerequisite for summarization, indexing, video browsing,…

• Scene change is not manifested by just a change in visual content
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• Basic assumptions
  – A shot cannot belong to more than one scenes
  – Scene boundaries are a subset of the visual shot boundaries of the video
  – Scene segmentation is typically performed by
    • Shot segmentation, and
    • Shot grouping

Same Scene
Related work

• Can generally be organized according to
  – Data to work with: uni-modal vs. multi-modal
  – Dependence or not on specific-domain knowledge; domain of choice
  – Algorithms used

• Uni-modal vs. multi-modal
  – Uni-modal methods use one type of information, typically visual cues
  – Multi-modal ones may combine visual cues, audio, speech transcripts, ...

• Domain-specific vs. domain-independent
  – Domain-independent methods are generally applicable
  – News-domain (e.g. using knowledge of news structure), TV broadcast domain
    (e.g. based on advertisement detection), etc.

• Algorithms
  – Graph-based, e.g. the Scene Transition Graph
  – Clustering-based, e.g. using hierarchical clustering
  – Based on statistical methods, e.g. on Markov Chain Monte Carlo (MCMC)
A MediaMixer-promoted approach

- Based on the Scene Transition Graph (STG) algorithm
A MediaMixer-promoted approach

- Introduces two extensions of the STG
  - Fast STG approximation (scenes as convex sets of shots; linking transitivity rules)
  - Generalized STG (probabilistic merging of multiple STGs created with different parameter values, different features)
Experiments and Results

• Dataset
  – 513 min. of documentaries (A)
  – 643 min. of movies (B)

• Ground-truth (generated via manual annotation)
  – 3459 (in A) + 6665 (in B) = 10125 shot changes
  – 525 (in A) + 357 (in B) = 882 scene changes

• System specifications
  – Intel Core i7 processor at 3.4GHz
  – 8GB RAM memory
Experiments and Results

• Detection accuracy expressed in terms of:
  – Coverage (C): to what extent frames belonging to the same scene are correctly grouped together (optimal value 100%)
  – Overflow (O): the quantity of frames that, although not belonging to the same scene, are erroneously grouped together (optimal value 0%)
  – F-Score = \( 2C(1−O)/(C+(1−O)) \)

<table>
<thead>
<tr>
<th></th>
<th>Coverage (%)</th>
<th>Overflow (%)</th>
<th>F-Score (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Documentaries</td>
<td>76.96</td>
<td>20.80</td>
<td>78.06</td>
</tr>
<tr>
<td>Movies</td>
<td>73.55</td>
<td>26.11</td>
<td>73.72</td>
</tr>
</tbody>
</table>

• Time performance
  – The algorithm runs in 0.015x real time (i.e. video’s actual duration), as long as the features have been extracted
Experiments and Results

- Contribution of different modalities (on a different dataset)
Scene detection conclusions

• Automatic scene segmentation less accurate than shot segmentation...
• ...but the results are good enough for improving access to meaningful fragments in various applications (e.g. retrieval, video hyperlinking)
• Using more than just low-level visual features helps a lot
• The choice of domain-specific vs. domain-independent method should be taken seriously
Scene detection: additional reading

Scene detection: additional reading

Fragment annotation: visual concept detection

- Goal: assign one or more semantic concepts to temporal video fragments (typically, shots), from a predefined concept list
  - Input: visual fragment or representative visual information (e.g. keyframes)
  - Output: concept labels and associated confidence scores (DoC)
- Applications: concept-based annotation, image/video search and retrieval, clustering, summarization, further analysis (e.g. event detection)
- Concept detection is challenging: semantic gap, annotation effort, computational requirements,...

Sample keyframe

hand: 0.97, sky: 0.93, sea: 0.91, boat: 0.91, ...
Related work

• Typical concept detection system: consisting of independent concept detectors
  – Feature extraction (typically local features; choices of IP detectors/ descriptors
  – Global representation (Bag of Words, Fisher vectors, ...)
  – Training/classification (supervised learning; need for annotated training examples)
  – Confidence score extraction

• How to build a competitive system
  – Use color-, rotation-, scale- invariant descriptors; SoA representation of them
  – Fuse multiple descriptors and concept detectors
  – Exploit concept correlations (e.g., sun & sky often appearing together)
  – Exploit temporal information (videos)
Related work

• Feature extraction
  – Visual features (global vs. local; most popular local descriptors SIFT, Color SIFT, SURF; interest point detection: Harris-Laplace, Hessian, dense sampling)
  – Motion features (STIP, MoSIFT, feature trajectories, ...)
  – Others (text, audio): of limited use

• Feature encoding
  – Pyramidal decomposition
  – Bag-of-words (BoW): codebook construction (K-means); hard/soft assignment to codewords
  – Fisher vectors: extension of BoW; characterize each keyframe by a gradient vector

• Early / late fusion

• Machine learning
  – Binary classification: Support Vector Machines (SVMs),...
  – Multi-label learning approaches – Limited use due to time requirements

• Concept correlation
  – Inner-learning approaches
  – Stacking-based approaches
A MediaMixer-promoted approach

- Concept detection using a two-layer stacking architecture
  - 1st layer: Build multiple fast and independent concept detectors
    - Use keyframes, and tomographs to capture the motion information
    - Extract high-dimensional feature vectors
    - Train Linear Support Vector Machines
    - Easily scalable but does not capture concept correlations
  - 2nd layer: Exploit concept correlations and refine the scores
    - Construct low-dimensional model vectors
    - Use multi-label learning to capture the concept correlations (ML-kNN algorithm)
    - Use temporal re-ranking to exploit temporal information
A MediaMixer-promoted approach

- Video tomographs: 2-dimensional slices with one dimension in time and one dimension in space
- We extract two tomographs; use them together with keyframes
- The two tomographs are processed in the same way as keyframes

<table>
<thead>
<tr>
<th>Representation</th>
<th>Feature extraction procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keyframe</td>
<td>12 keypoint-, keyframe-based feature extraction procedures (3 descriptors (SIFT, Opponent-SIFT, RGB-SIFT) x 2 sampling strategies (Dense, Harris-Laplace) x 2 BoW strategies (soft-, hard-assignment)) 1 global-image feature extraction procedure (color histograms)</td>
</tr>
<tr>
<td>Tomograph</td>
<td>12 keypoint-, tomograph-based feature extraction procedures (2 types of video tomographs (horizontal, vertical) x 3 descriptors (SIFT, Opponent-SIFT, RGB-SIFT) x 2 BoW strategies (soft-, hard-assignment))</td>
</tr>
</tbody>
</table>
Experiments and Results

- Experimental setup
  - The TRECVID Semantic Indexing Task: Using the concept detectors retrieve for each concept a ranked list of 2000 test shots that are mostly related with it
  - Dataset: TRECVID 2013 (~800 and ~200 hours of internet archive videos for training and testing), 38 concepts (13 of them motion-related)
  - Evaluation: Mean Extended Inferred Average Precision (MxinfAP)
A MediaMixer-promoted approach

• Stacking-based ML-\( k \)NN to exploit concept correlations
  – Construct model vectors by concatenating the responses of the concept detectors on a separate validation set
  – Use the model vectors to train a ML-\( k \)NN model
  – ML-\( k \)NN : A lazy style multi-label learning algorithm
  – ML-\( k \)NN uses label correlations in the neighbourhood of the tested instance, to infer posterior probabilities.
A MediaMixer-promoted approach

The proposed approach

The baseline
Experiments and Results

- Experimental setup
  - Indexing task: given a concept, measure how well the top retrieved video shots truly relate to it
  - Annotation task: given a shot, measure how well the top retrieved concepts describe it
  - Dataset: TRECVID 2011 and 2012 (~800 hours of internet videos each)
  - ~700 hours for training; ~100 hours for testing
  - Input: model vectors from 346 concepts
  - Output: refined scores for 50/46 concepts (for TRECVID 2011, 2012)
  - Evaluation: Mean Average Precision (MAP), Mean Precision at depth k (MP@k)

- Comparison
  - System_1: baseline system consisting of independent concept detectors
  - System_2: two-layer stacking architecture with ML-kNN

<table>
<thead>
<tr>
<th></th>
<th>TRECVID 2011</th>
<th>TRECVID 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>MAP</td>
<td>MP@100</td>
</tr>
<tr>
<td>System_1</td>
<td>0.340</td>
<td>0.660</td>
</tr>
<tr>
<td>System_2</td>
<td>0.496</td>
<td>0.808</td>
</tr>
</tbody>
</table>
Concept detection conclusions

- Concept detection has progressed a lot
- Results far from perfect; yet, already useful in a variety of applications (retrieval, further analysis of fragments)
- Motion information is important (but, extracting traditional motion descriptors more computationally expensive than working with keyframes / tomographs)
- Linear SVMs very popular (due to the size of the problem)
- Exploiting concept correlations is very important
- Computationally-efficient concept detection, considering hundreds or thousands of concepts, is another major challenge
Concept detection: additional reading

Fragment annotation: event detection

- Extending visual concept detection results with more elaborate annotations: event labels

Fishing in Toroneos Bay
Problem statement

• **Objective:**
  – Automatically detect high-level events in large video collections (video-level detection)
  – Events are defined as “purposeful activities, involving people, acting on objects and interacting with each other to achieve some result”

  “Getting a vehicle unstuck”  “Grooming an animal”  “Making a sandwich”

• **Building an event detection system**
  – Exploit an annotated video dataset
  – Represent videos with suitable feature vectors \( \{(x, y) \in X \times \{-1,1\}\} \)
  – Learn an appropriate mapping (event detector) \( f: X \rightarrow [-1,1] \)
Related work

• Low-level feature-based approaches
  – Extract one or more low-level features (SIFT, MoSIFT, LFCC, ASR-based, etc.)
  – Combine features (late fusion, early fusion, etc.)
  – Motion visual features usually offer the most significant information

• Model vector-based approaches
  – Exploit a semantic model vector (i.e., automatic visual concept detection results) as a feature
  – The inspiration behind this approach is that high-level events can be better recognized by looking at their constituting semantic entities
  – Experimental results show improved event detection performance when model vectors are used

• Hybrid approaches: combination of low-level features and model vectors
A MediaMixer-promoted approach

Model vector representation

- Temporal video segmentation
  - Shot segmentation, keyframes at fixed time intervals, etc.
- Low-level feature extraction
  - Spatial pyramid decomposition scheme, Keypoint detection, keypoint descriptors, BoW model, soft/hard assignment
- Application of a set of trained visual concept detectors
  - TRECVID SIN task, SVM-based
  - Detectors may be seemingly irrelevant to the sought events
- A visual model vector is formed for each video keyframe
  - Concatenate the responses (confidence scores) of all the detectors
- Video representation
  - Sequence of model vectors or an overall model vector, e.g., averaging the model vectors for all shots of a video
A MediaMixer-promoted approach

Event detection using discriminant concepts

- Use a DA algorithm to extract the most significant concept information for the detection of the target events
  - MSDA is used to derive a discriminant concept subspace
- Classification is done using LSVM in the discriminant subspace
- Advantages
  - In comparison to using the “raw” model vectors, MSDA improves performance (accuracy, speed, storage) by discarding noise or irrelevant concept detections
  - MSDA is much faster than Kernel DA variants typically used to solve nonlinearity problems
Experiments and Results

• Model vectors at video-level are used
• A video is decoded and 1 keyframe every 6 seconds is extracted
• A keyframe is represented with a 4000 BoW vector: 1x3 spatial pyramid decomposition scheme, dense sampling, opponentSIFT descriptor, 4000 BoW model (1000 visual words per pyramid cell), soft assignment
• Concept detectors: 346 TRECVID SIN 2012 concepts, LSVM-based

• A model vector at video-level is created by averaging model-vectors at keyframe-level
Experiments and Results

• Using the TRECVID 2010 dataset
  – 3 target events: assembling a shelter (E01), batting a run in (E02), making a cake (E03)
  – 3487 videos (development: 1745, evaluation: 1742)
  – Evaluation measure: MAP

• Event detection using discriminant concepts
  – Model vectors are projected in discriminant subspace using MSDA
  – Classification of test videos is done using an LSVM classifier
  – Comparison with LSVM classifier trained using “raw” model vectors

• Results:

<table>
<thead>
<tr>
<th></th>
<th>E01</th>
<th>E02</th>
<th>E03</th>
<th>MAP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSVM</td>
<td>0.106</td>
<td>0.477</td>
<td>0.103</td>
<td>0.229</td>
</tr>
<tr>
<td>MSDA+LSVM</td>
<td>0.180</td>
<td>0.648</td>
<td>0.106</td>
<td>0.311</td>
</tr>
<tr>
<td>Boost</td>
<td>70%</td>
<td>36%</td>
<td>3%</td>
<td>36%</td>
</tr>
</tbody>
</table>
Event detection conclusions

- Performance of the event detection system increases by
  - Discarding irrelevant or noisy concept detections
  - Effectively combining multiple classifiers
  - Exploiting the subclass structure of the event data

- General hints
  - Importance of low level features: Visual motion features are the most important followed by visual static features; for some events, audio features provide complementary information
  - However, the use of motion features in large-scale video databases has high computational cost (associated with their extraction)
  - Combining low-level features with model vectors provides small but noticeable performance gains
Event detection: additional reading

Spatiotemporal fragment creation and annotation: object re-detection

• Object re-detection: a particular case of image matching
• Main goal: find instances of a specific object within a single video or a collection of videos
  – Input: object of interest + video file
  – Processing: similarity estimation by means of image matching
  – Output: detected instances of the object of interest
  – If input includes a label for this object, this label can also be propagated
Related work

• Extraction and matching of scale- and rotation-invariant local descriptors is one of the most popular SoA approaches for similarity estimation between pairs of images
  – Interest point detection (e.g. Harris-Laplace)
  – Local feature extraction (e.g. SIFT, SURF)
  – Matching of local descriptors (e.g. k-Nearest Neighbor search between descriptor pairs using brute-force, hashing)
  – Filtering of erroneous matches
    • Symmetry test between the pairs of matched descriptors
    • Ratio test regarding the distances of the calculated nearest neighbors
    • Geometric verification between the pair of images using RANSAC

• Various extensions, e.g.
  – Combined use of keypoints and motion information
  – Bag-of-Words (BoW) representation and matching for pruning
  – Graph matching approaches
A MediaMixer-promoted approach

- Starting from a baseline,
  - Improve detection accuracy
  - Reduce the processing time
- Work directions:
  - GPU-based processing
  - Video-structure-based sampling of frames
  - Enhancing robustness to scale variations
A MediaMixer-promoted approach

- Sequential processing of video frames is replaced by a structure-based one, using the analysis results of a shot segmentation method.
A MediaMixer-promoted approach

**Problem:** major changes in scale may lead to detection failure due to the significant limitation of the area that is used for matching (see figures (b) and (c) as zoomed-in and -out instances of figure (a))

![Images](a.png)  ![Images](b.png)  ![Images](c.png)

**Solution:** we automatically generate a zoomed-out and a centralized zoomed-in instance of the object of interest and we utilize them in the matching procedure

![Images](Original_image.png)  ![Images](Zoomed-in_instance.png)  ![Images](Zoomed-out_instance.png)
Experiments and Results

- **Dataset**
  - 6 videos* of 273 minutes total duration
  - 30 manually selected objects

- **Ground-truth (generated via manual annotation)**
  - 75,632 frames contain at least one of these objects
  - 333,455 frames do not include any of these objects

- Robustness to scale variations was quantified using two specific sets of frames where the object was observed from a very close (2,940 frames) and a very distant (4,648 frames) viewing position

*The videos are episodes from the “Antiques Roadshow” of the Dutch public broadcaster AVRO (http://avro.nl/)
Experiments and Results

Detection accuracy

• The algorithm is robust against a wide range of different scales and orientations and for partial visibility or partial occlusion
  – Overall data-set: Precision 99.9%, Recall 87.2%
  – Zoomed-in instances: Precision 100%, Recall = 99.2%
  – Zoomed-out instances: Precision 100%, Recall = 91.4%

Processing time

• 10 times faster than real-time (i.e. about 10% of the video’s duration)

Example of a 2D object of interest

Single instance

Online demo available at: http://www.youtube.com/watch?v=0IeVkJRTYu8
Experiments and Results

Detection accuracy
- The algorithm is robust against a wide range of different scales and orientations and for partial visibility or partial occlusion
  - Overall data-set: Precision 99.9%, Recall 87.2%
  - Zoomed-in instances: Precision 100%, Recall = 99.2%
  - Zoomed-out instances: Precision 100%, Recall = 91.4%

Processing time
- 10 times faster than real-time (i.e. about 10% of the video’s duration)

Example of a 3D object of interest

Multiple instances

Online demo available at: http://www.youtube.com/watch?v=0leVkXRtYu8
Object re-detection conclusions

• Accurate re-detection of pre-defined objects in video is possible
• Choice of objects plays important role
  – Complex objects can be detected more reliably than simpler ones
  – True 3D objects more challenging than “2D” ones (e.g. paintings)
• Faster-than-real-time processing of video is possible
  – Re-detection can be used in interactive applications
• Several possible uses
  – Instance-level annotation
  – Finding and linking related videos or fragments of them
  – Supporting other analysis tasks, e.g. scene detection
Object re-detection: additional reading

- L. Apostolidis, V. Mezaris, I. Kompatsiaris, "Fast object re-detection and localization in video for spatio-temporal fragment creation", Proc. 1st Int. Workshop on Media Fragment Creation and reMIXing (MMIX’13) at the IEEE Int. Conf. on Multimedia and Expo (ICME 2013), San Jose, CA, USA, July 2013.
Concluding remarks

• We discussed different classes of techniques for media fragment creation and annotation, but several others also exist, e.g.
  – Object recognition
  – Face detection, tracking, clustering, recognition
  – Quality assessment
  – Sentiment / emotion detection

• Not all of techniques for media fragment creation and annotation are suitable for every possible problem!

• Understanding the problem at hand and the volume, value and variability of the data is key to selecting appropriate methods

• Is some cases the automatic analysis results remain far from perfect (manual) annotations; yet, these results may still be very useful in the right domain or for solving the right problem
Thank you! Questions?

More information:
http://www.iti.gr/~bmezaris
bmezaris@iti.gr