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Goal:
A *single* development framework which supports the creation of a wide range of bespoke models
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1. **Build a model**: Joint probability distribution of all of the relevant variables (e.g. as a graph)

2. **Incorporate the observed data**

3. **Compute the distributions over the desired variables**: Inference

- **Iterate 2 and 3** in real-time applications
- **Extend model as required**
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- **Models optimised for each new application**
- **Transparent functionality**
- **Segregate model from training/inference code**
- **Newcomers learn one modelling environment**
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- Classical algorithms tend to be slow and conservative
  - Only needed if you really care about the full posterior
- Modern algorithms are optimistic and fast
  - Competitive with gradient descent and EM
  - Practical for real-world machine learning
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- **Two algorithms:**
  - **Expectation Propagation**
  - **Variational Message Passing**

- **Choose an approximating density for each variable**

- **A fully-factorized model is fit to the original model**

- **Microsoft Research have developed a tool for inference in graphical models:** Infer.NET
INFER.NET – HOW IT WORKS
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1. **Specify your machine learning problem as a probabilistic model in a small .NET program.**

2. **Use Infer.NET to compile the model into optimized runtime code.**
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1. **Specify your machine learning problem as a probabilistic model in a small .NET program.**

2. **Use Infer.NET to compile the model into optimized runtime code.**

3. **Run the code to make inferences on your data automatically.**
INFERENC IN INFER.NET

• Inference process is iterative
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- INFEERENCE PROCESS IS ITERATIVE
- INFEERENCE RESULTS ARE DETERMINISTIC
INFERENC ETHEN IN INFERNET

- Inference process is iterative
- Inference results are deterministic
- Inference may not converge
STANDARD MODELS SUPPORTED

- Clustering
- Classification (linear/non-linear/multi-class)
- Logistic regression
- Recommendation
- Latent Dirichlet Allocation (LDA)
- Factor analysis and Principal Component Analysis (PCA)
- Discrete Bayesian networks
- Ranking models
- Hidden Markov Models
- Gaussian Processes
- Sparse models (e.g. classifiers, Sparse PCA)
- Hierarchical models
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• How can we speed things up even more?

• Variable Sharing ➔ batch processing & parallel inference

• Sparse Message Passing in EP

• Customised Message Operators

• More generally: Community/Personalisation Model
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<table>
<thead>
<tr>
<th>User 10 Million</th>
<th>Item 10,000</th>
</tr>
</thead>
</table>

- **Matchbox: Large Scale Bayesian Recommendations. David Stern, Ralf Herbrich, and Thore Graepel (WWW 2009)**
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- **User**
  - user traits $\mathcal{N}$
  - user bias $\mathcal{N}$
  - user thresholds $r > \theta$
  - affinity $r$
  - $s$

- **Item**
  - item traits $\mathcal{N}$
  - item bias $\mathcal{N}$
  - noise $\mathcal{N}$
  - $t$

- **Level**
  - sum
  - product
MATCHBOX

- **COMMUNITY TRAINING:**
  - RATINGS ARE OBSERVED
  - T IS INFERRED

- **PERSONALISATION:**
  - RATINGS AND T ARE OBSERVED
  - S IS INFERRED

- **FOR RECOMMENDATION:**
  - S AND T ARE OBSERVED
  - THE RATING IS PREDICTED
MATCHBOX

- **COMMUNITY TRAINING:**
  - RATINGS ARE OBSERVED
  - T IS INFERRED

- **PERSONALISATION:**
  - RATINGS AND T ARE OBSERVED
  - S IS INFERRED

- **FOR RECOMMENDATION:**
  - S AND T ARE OBSERVED
  - THE RATING IS PREDICTED

```csharp
using (Variable.ForEach(obs)) {
    var product = Variable.Array<double>(trait);
    product[trait] = s[userOf[rating]][trait] * t[itemOf[rating]][trait];
    var bias = sBias[userOf[rating]] + tBias[itemOf[rating]];
    var sum = bias + Variable.Sum(product);
    var r = Variable.GaussianFromMeanAndVariance(sum, noise);
    rGTTheta[rating][level] = (r > theta[userOf[rating]][level]);
}
```
RECOMMENDER - MATCHBOX

DEMO
- Over 50 million users
- Serves more than 100 million requests per day
- Spans verticals: games, TV programmes, movies
SUMMARY

- **Model Based Machine Learning** is well suited to **Large Scale and Online applications**

- **The Community/Personalisation model** is a general paradigm for **efficient Bayesian inference**

- **Infer.NET** is a framework for running **Bayesian inference in graphical models**

[http://research.microsoft.com/infernet](http://research.microsoft.com/infernet)
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