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Maximising Long-Term Reward is Hard

ÅMarshmallow experiment

ÅDelayed gratification and 
self control

ÅLongitudinal study 
showed relation with SAT 
scores and drug use

ÅWalter Mischel, 1968, 
1998

ÅVideo

Oh_ The Temptation on Vimeo.mp4


Exploration-Exploitation Trade-Off

ÅGiven an unknown 
environment the agent faces 
a dilemma
ïExploitcurrent knowledge and 

optimise short-term reward or

ïExplorethe environment to 
discover opportunities for a 
better policy

Å Too little exploration may result in 
poor local policy optima.

Å Too much exploration may result in 
random, undirected behaviour.

Å Find sweet spot!
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Tabular Q-Learning
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Results

ÅGame state features 
ÅSeparation (5 binned ranges) 

ÅLast action (6 categories)

ÅMode (ground, air, knocked)

ÅProximity to obstacle

ÅAvailable Actions 
Å19 aggressive (kick, punch) 

Å10 defensive (block, lunge)

Å8 neutral (run)

ÅQ-Function Representation
ÅOne layer neural net (tanh)

Reinforcement Learner

In-Game AI Code



Learning Aggressive Fighting

9ŀǊƭȅ ƛƴ ǘƘŜ ƭŜŀǊƴƛƴƎ ǇǊƻŎŜǎǎ ΧΧ ŀŦǘŜǊ мр ƳƛƴǳǘŜǎ ƻŦ ƭŜŀǊƴƛƴƎ

Reward for decrease in WulongDƻǘƘΩǎ ƘŜŀƭǘƘ



Learning ά!ƛƪƛŘƻέ {ǘȅƭŜ CƛƎƘǘƛƴƎ

9ŀǊƭȅ ƛƴ ǘƘŜ ƭŜŀǊƴƛƴƎ ǇǊƻŎŜǎǎ ΧΧ ŀŦǘŜǊ мр ƳƛƴǳǘŜǎ ƻŦ ƭŜŀǊƴƛƴƎ

Punishment for decrease in either ǇƭŀȅŜǊΩǎ ƘŜŀƭǘƘ
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Reinforcement Learning for Car 
Racing: AMPS (Kochenderfer, 2005)

1. Collect Experience
2. Learn transition 

dynamics D and rewards 
R (counting)

3. Revise value function V
and policy  ̄ (prioritised 
sweep)

4. Revise state-action 
abstraction

5. Return to 1 and collect 
more experience Speed
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