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Abstract This paper presents the top 10 data mining algorithms identified by the IEEE International Conference on Data Mining (ICDM) in December 2006: C4.5, k-Means, SVM, Apriori, EM, PageRank, AdaBoost, kNN, Naive Bayes, and CART. These top 10 algorithms are among the most influential data mining algorithms in the research community. With each algorithm, we provide a description of the algorithm, discuss the impact of the algorithm, and review current and further research on the algorithm. These 10 algorithms cover classification,
AdaBoost (Freund and Schapire 97)

An Empirical Comparison of Supervised Learning Algorithms
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With excellent performance on all eight metrics, calibrated boosted trees were the best learning algorithm overall. Random forests are close second, followed by uncalibrated bagged trees, calibrated SVMs, and uncalibrated neural nets. The models that performed poorest were naive bayes, logistic regression, decision trees, and boosted stumps. Although some methods clearly perform better or worse than other methods on average, there is significant variability across the problems and metrics. Even the best models sometimes perform poorly, and models with poor average
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We address one of these basic properties: convergence rates with no assumptions.
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• Convergence rates under assumptions:
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• Conjectured by Schapire (2010) that fast convergence rates hold without any assumptions.

• Convergence rate is relevant for consistency of AdaBoost (Bartlett and Traskin 2007).
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Main Messages

• Usual approaches assume a finite minimizer
  – Much more challenging not to assume this!

• Separated two different modes of analysis
  – comparison to reference, comparison to optimal
  – different rates of convergence are possible in each

• Analysis of convergence rates often ignore the “constants”
  – we show they can be extremely large in the worst case
• Convergence Rate 1: Convergence to a target loss
  “Can we get within $\epsilon$ of a “reference” solution?”
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Theorem 1: For any $\lambda^* \in \mathbb{R}^N$, AdaBoost achieves loss at most $L(\lambda^*) + \epsilon$ in at most $13 \| \lambda^* \|_1^6 \epsilon^{-5}$ rounds.

$$poly\left(\log N, m, B, \frac{1}{\epsilon}\right)$$

Best known previous result is that it takes at most order $e^{1/\epsilon^2}$ rounds (Bickel et al).
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Lemma: There are simple datasets for which the norm of the smallest solution achieving loss \( L^* \) is exponential in the number of examples.
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Conjecture: AdaBoost achieves loss at most $L(\lambda^*) + \epsilon$ in at most $O(B^2 / \epsilon)$ rounds.
Rate on a Simple Dataset (Log scale)

Number of rounds:

- 10
- 100
- 1000
- 10000
- 1e+05

Loss (Optimal Loss):

- 3e-06
- 3e-05
- 3e-04
- 3e-03
- 3e-02

Graph shows the rate on a simple dataset with a logarithmic scale.
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- Better dependence on $\epsilon$ than Theorem 1, actually optimal.
- Doesn’t depend on the size of the best solution within a ball
- Can’t be used to prove the conjecture because in some cases $C>2^m$. (Mostly it’s much smaller.)
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- Main tool is the "decomposition lemma"
  - Says that examples fall into 2 categories,
    - Zero loss set $Z$
    - Finite margin set $F$.
  - Similar approach taken independently by (Telgarsky, 2011)
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(Margins are at least gamma in $Z$)
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(Examples in $F$ have zero margins)

2.) The optimal loss considering only examples in $F$ is achieved by some finite $\eta^*$. 
For any dataset, there exists a partition of the training examples into $Z$ and $F$ s.t. these hold simultaneously:

1.) For some $\gamma > 0$, there exists vector $\eta^+$, $\|\eta^+\|_1=1$ such that:

$$\forall i \in Z, \sum_j \eta_j^+ y_i h_j(x_i) \geq \gamma,$$  
(Margins are at least gamma in $Z$)

$$\forall i \in F, \sum_j \eta_j^+ y_i h_j(x_i) = 0,$$  
(Examples in $F$ have zero margins)

2.) The optimal loss considering only examples in $F$ is achieved by some finite $\eta^*$.
Decomposition Lemma

For any dataset, there exists a partition of the training examples into $Z$ and $F$ s.t. these hold simultaneously:

1.) For some $\gamma > 0$, there exists vector $\eta^+$, $\|\eta^+\|_1 = 1$ such that:

$$\forall i \in Z, \sum_j \eta_j^+ y_i h_j(x_i) \geq \gamma,$$  \hspace{1cm} (Margins are at least gamma in $Z$)

$$\forall i \in F, \sum_j \eta_j^+ y_i h_j(x_i) = 0,$$  \hspace{1cm} (Examples in $F$ have zero margins)

2.) The optimal loss considering only examples in $F$ is achieved by some finite $\eta^*$. 
We provide a conjecture about dependence on $m$.

Conjecture: If hypotheses are $\{-1,0,1\}$-valued, AdaBoost converges to within $\epsilon$ of the optimal loss within

$$2^{O(m \ln m)} \epsilon^{-1+o(1)}$$ rounds.

This would give optimal dependence on $m$ and $\epsilon$ simultaneously.
To summarize

• Two rate bounds, one depends on the size of the best solution within a ball and has dependence $\epsilon^{-5}$.
• The other depends only on $C/\epsilon$ but $C$ can be doubly exponential in $m$.
• Many lower bounds and conjectures in the paper.
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