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Introduction: sparsity in the stochastic setting

Consider the linear regression model with fixed or random design: we observe independent pairs \((X_1, Y_1), \ldots, (X_T, Y_T) \in \mathcal{X} \times \mathbb{R}\) such that

\[
Y_t = \sum_{j=1}^{d} u_j^* \varphi_j(X_t) + \varepsilon_t , \quad \mathbb{E}[\varepsilon_t|X_t] = 0 , \quad 1 \leq t \leq T .
\]

**Prediction problem**: estimate \(\sum_{j=1}^{d} u_j^* \varphi_j\) knowing \((\varphi_j)_j\) but not \(u^* \in \mathbb{R}^d\).

- Small dimensions \(d \leq T\): optimal rate = \(\Theta(d/T)\).
- Higher dimensions \(d > T\): no accurate prediction in general.

But if \(u^*\) is sparse, i.e., if \(\|u^*\|_0 \triangleq |\{j: u_j^* \neq 0\}|\) is small, then the faster rate \(\|u^*\|_0 (\ln d)/T\) is achievable.

**Algos**: \(\ell^0\)-regularization [BM01, BTW07], \(\ell^1\)-regularization [CT07, vdG08, BRT09], exponential weighting [DT08, AL11, RT11].
In this talk, we consider a deterministic online setting known as online linear regression on individual sequences.

We introduce the notion of sparsity regret bound, which is a deterministic bound expressed in terms of $\|u^*\|_0$.

Outline of the talk:

1. Introduction of the notion of sparsity regret bound
2. Main results with individual sequences
3. Adaptativity results with i.i.d. data
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Setting: online linear regression on individual sequences

Deterministic online framework studied, e.g., by [CBLW96, AW01, Vov01].

Prediction task: at each time $t$, predict the observation $y_t \in \mathbb{R}$ from the input data $x_t \in \mathcal{X}$ and some base forecasters $\varphi_j : \mathcal{X} \rightarrow \mathbb{R}$, $j = 1, \ldots, d$.

Initial step: the environment chooses arbitrary deterministic sequences $(y_t)_{t \geq 1}$ in $\mathbb{R}$ and $(x_t)_{t \geq 1}$ in $\mathcal{X}$ but the forecaster has not access to them.

At each time round $t \in \mathbb{N}^*$,

1. The environment reveals the input data $x_t \in \mathcal{X}$.
2. The forecaster chooses a prediction $\hat{y}_t \in \mathbb{R}$.
3. The environment reveals the observation $y_t \in \mathbb{R}$, and the forecaster incurs the loss $(y_t - \hat{y}_t)^2$. 
Prediction goal

Goal: to predict almost as well as the best linear forecaster
\[ u \cdot \varphi \triangleq \sum_{j=1}^{d} u_j \varphi_j, \ u \in \mathbb{R}^d, \text{ i.e., to satisfy a regret bound of the form} \]

\[
\sum_{t=1}^{T} (y_t - \hat{y}_t)^2 \leq \inf_{u \in \mathbb{R}^d} \left\{ \sum_{t=1}^{T} (y_t - u \cdot \varphi(x_t))^2 + \Delta_{T,d}(u) \right\},
\]

where the regret term \( \Delta_{T,d}(u) \) should be small (sublinear in \( T \)).

Example: the sequential Ridge regression forecaster of [AW01, Vov01] satisfies \( \Delta_{T,d}(u) \lesssim d \ln(T \|u\|_2^2) \).

The bound \( d \ln(T) \) is sublinear in \( T \) in small dimension \( d \ll T / \ln(T) \).
What about the high dimensions?

In high dimension \(d \gg T/\ln(T)\), the bound \(d \ln(T)\) of the Ridge regression forecaster is no longer sublinear in \(T\).

But, as in the stochastic setting, low regret is possible under a sparsity scenario: assume that some \(u^* \in \mathbb{R}^d\) has a low cumulative loss and that \(\|u^*\|_0 \ll T/\ln(T)\).

Then the sequential Ridge forecaster applied to the support of \(u^*\) would have a regret \(\Delta_{T,d}(u^*) \lesssim \|u^*\|_0 \ln(T \|u^*\|_2^2) \ll T\).

(This is a benchmark bound since \(\text{supp}(u^*)\) is unknown.)
Sparsity regret bounds

In this talk, we prove that bounds proportional to $\|u^*\|_0$ are achievable (up to logarithmic factors), i.e., we derive bounds of the form:

$$\sum_{t=1}^{T} (y_t - \hat{y}_t)^2 \leq \inf_{u \in \mathbb{R}^d} \left\{ \sum_{t=1}^{T} (y_t - u \cdot \varphi(x_t))^2 + (\|u\|_0 + 1) g_{T,d}(\|u\|_1) \right\},$$

where $g$ grows at most logarithmically in $T, d$, and $\|u\|_1 \triangleq \sum_{j=1}^{d} |u_j|$. We call these bounds sparsity regret bounds.

These bounds are deterministic online counterparts of the so-called sparsity oracle inequalities in the stochastic setting, which are of the form:

$$R(\hat{u}_T) \leq (1 + a) \inf_{u} \left\{ R(u) + C(a) \frac{\|u\|_0 \ln d}{T} \right\}.$$
Recent papers [LLZ09, SST09, Xia10, DSSST10] addressed the sparsity issue in the online deterministic setting, but from a quite different angle:

- they focus on algorithms that output sparse linear combinations,
- while we are interested in algorithms with sparsity regret bounds:

\[
\sum_{t=1}^{T} (y_t - \hat{y}_t)^2 \leq \inf_{u \in \mathbb{R}^d} \left\{ \sum_{t=1}^{T} (y_t - u \cdot \varphi(x_t))^2 + (\|u\|_0 + 1) g_{T,d}(\|u\|_1) \right\}.
\]

Our sparsity regret bounds are optimal on $\ell^0$-balls of small radii (up to logarithmic factors).

On the contrary, the regret bounds mentioned above have a worse dependence in $T, d, \|u\|_1$, since they are of order $\sqrt{dT}$ or $\|u\|_1 \sqrt{T \ln d}$. 
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Algorithm: Sequential Sparse Exponential Weighting (SeqSEW)

**Parameters:** threshold $B$, inverse temperature $\eta$, and prior scale $\tau$.

**At each time round** $t \geq 1$, the algorithm $\text{SeqSEW}_{B,\eta}^{B,\eta}$ predicts as

$$\hat{y}_t \triangleq \int_{\mathbb{R}^d} \left[ u \cdot \varphi(x_t) \right]_B p_t(du),$$

where $[z]_B = \max\{-B, \min\{B, z\}\}$ is the standard clipping, and where the probability distribution $p_t$ over $\mathbb{R}^d$ is defined by

$$p_t(du) \triangleq \frac{1}{W_t} \exp \left( -\eta \sum_{s=1}^{t-1} \left( y_s - \left[ u \cdot \varphi(x_s) \right]_B \right)^2 \right) \pi_\tau(du)$$

for some normalizing constant $W_t$. The sparsity-favoring prior $\pi_\tau$ on $\mathbb{R}^d$ was introduced by [DT07] in the stochastic setting and is defined by

$$\pi_\tau(du) \triangleq \prod_{j=1}^{d} \frac{(3/\tau) \, du_j}{2 \left( 1 + |u_j|/\tau \right)^4}.$$
Known bound $B_y$ on the observations

We first assume that two a priori bounds $B_y$ and $B_\Phi$ are available to the forecaster:

\[ y_1, \ldots, y_T \in [-B_y, B_y] \quad \text{and} \quad \sum_{j=1}^d \sum_{t=1}^T \varphi_j^2(x_t) \leq B_\Phi. \]

**Theorem (G.)**

Under the above assumptions, the algorithm SeqSEW$^{B,\eta}$ tuned with $B = B_y$, $\eta = 1/(8B_y^2)$, and $\tau = \sqrt{16B_y^2/B_\Phi}$ satisfies

\[
\sum_{t=1}^T (y_t - \hat{y}_t)^2 \leq \inf_{u \in \mathbb{R}^d} \left\{ \sum_{t=1}^T (y_t - u \cdot \varphi(x_t))^2 + 32 \|u\|_0 B_y^2 \ln\left(1 + \frac{\sqrt{B_\Phi} \|u\|_1}{4B_y \|u\|_0}\right) \right\} + 16B_y^2
\]

This upper bound is a sparsity regret bound as defined earlier.

Proof: use of a deterministic online PAC-Bayesian bound of [Aud09] combined with the form of the heavy-tailed prior $\pi_\tau$ studied in [DT07].
Unknown bound $B_y$ on the observations

Algorithm SeqSEW*$_{\tau}$: we automatically adapt to $B_y = \max_{1 \leq t \leq T} |y_t|$ by replacing the threshold $B$ and the inverse temperature $\eta$ with

$$B_t \triangleq \left(2^\left[\log_2 \max_{1 \leq s \leq t-1} y_s^2\right]\right)^{1/2} \approx \max_{1 \leq s \leq t-1} |y_s| \quad \text{and} \quad \eta_t \triangleq \frac{1}{8B_t^2}.$$

Theorem (G.)

For a known bound $B_\Phi \geq \sum_{j=1}^d \sum_{t=1}^T \varphi_j^2(x_t)$, but for an unknown $B_y = \max_{1 \leq t \leq T} |y_t|$, the algorithm SeqSEW*$_{\tau}$ tuned with $\tau = 1/\sqrt{B_\Phi}$ satisfies

$$\sum_{t=1}^T (y_t - \hat{y}_t)^2 \leq \inf_{u \in \mathbb{R}^d} \left\{ \sum_{t=1}^T (y_t - u \cdot \varphi(x_t))^2 \right. \left. + 64 \frac{\|u\|_0}{B_y} B_\Phi^2 \ln \left(1 + \frac{\sqrt{B_\Phi}}{\|u\|_1}\right) \right\} + 32B_y^2 + 1.$$

Proof via an adaptive PAC-Bayesian lemma.

Adaptation to $B_\Phi$ can be carried out via a standard doubling trick.
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Application to i.i.d. data

Batch setting: we observe \((X_1, Y_1), \ldots, (X_T, Y_T) \overset{i.i.d.}{\sim} (X, Y) \in \mathcal{X} \times \mathbb{R}\)

The goal is to estimate the regression function \(x \mapsto f(x) \triangleq \mathbb{E}[Y|X = x]\).

The sample \((X_1, Y_1), \ldots, (X_T, Y_T)\) is treated in a sequential fashion. We run the algorithm \(\text{SeqSEW}^*_\tau\) with \(\tau = 1/\sqrt{dT}\) from time 1 to time \(T\).

We estimate \(f : \mathcal{X} \to \mathbb{R}\) with the Cesaro average \(\hat{f}_T : \mathcal{X} \to \mathbb{R}\) defined by

\[
\hat{f}_T(x) \triangleq \frac{1}{T} \sum_{t=1}^{T} \int_{\mathbb{R}^d} \left[ u \cdot \varphi(x) \right]_{B_t} p_t(du) .
\]

Though this online to batch conversion is standard, here \(\hat{f}_T\) does not depend on any prior knowledge such as

\[
\mathbb{E} \left[ (Y - \mathbb{E}[Y|X])^2 \right] , \quad \|\varphi_j\|_\infty , \quad \text{or} \quad \|f - \varphi_j\|_\infty .
\]
Adaptivity to the unknown variance

**Theorem (A sparsity oracle inequality, G.)**

\[
\mathbb{E}\left\| f - \hat{f}_T \right\|^2_{P_X} \leq \inf_{u \in \mathbb{R}^d} \left\{ \left\| f - u \cdot \varphi \right\|^2_{P_X} + 64 \mathbb{E} \left[ \max_{1 \leq t \leq T} Y_t^2 \right] \frac{\|u\|_0}{T} \ln \left( 1 + \frac{\sqrt{dT \cdot \|u\|_1}}{\|u\|_0} \right) \right\}
+ \frac{1}{dT} \sum_{j=1}^d \| \varphi_j \|^2_{P_X} + \frac{32}{T} \mathbb{E} \left[ \max_{1 \leq t \leq T} Y_t^2 \right].
\]

\(\mathbb{E}\left[ \max_{1 \leq t \leq T} Y_t^2 \right]\) can be upper bounded under various assumptions: e.g., if \(\|f\|_\infty < +\infty\) and \(\forall \lambda \in \mathbb{R}, \mathbb{E}\left[ \exp \left( \lambda \left[ Y - \mathbb{E}[Y|X]\right] \right) \mid X \right] \leq e^{\lambda^2 \sigma^2 / 2},\) then

\[
\mathbb{E} \left[ \max_{1 \leq t \leq T} Y_t^2 \right] \leq 2 \left( \|f\|^2_\infty + 2\sigma^2 \ln(2eT) \right).
\]

This yields a risk bound similar to [DT10, Prop.1], but more adaptively:

- our bound is not restricted to \(\ell^1\)-balls of finite radii;
- we do not require the knowledge of \(\sigma^2\).
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Conclusion and ongoing work

Main contributions:

- introduction of the notion of sparsity regret bound;
- online adaptation to the unknown quantities $B_y$ and $B_\Phi$;
- application to i.i.d. data: risks bounds which are adaptive to the unknown variance of the noise.

Work in progress:

- derivation of sparsity regret bounds for algorithms which output sparse linear combinations (such as sequential Lasso).
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These slides are available on my web page:
http://www.math.ens.fr/~gerchinovitz

Thank you for your attention!
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