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Dynamic pricing

\[ L(i, j) = c \mathbb{1}_{i > j} + (j - i) \mathbb{1}_{i \leq j} \]
\[ H(i, j) = \mathbb{1}_{i \leq j} \]
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#### Bandits
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#### Full info

\[
H = \begin{pmatrix}
1 & 2 & 3 & 4 \\
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1 & 2 & 3 & 4 \\
\end{pmatrix}
\]

#### Dynamic pricing

\[
L = \begin{pmatrix}
0 & 1 & \cdots & N - 1 \\
c & 0 & \cdots & N - 2 \\
\vdots & \vdots & \ddots & \vdots \\
c & \cdots & c & 0 \\
\end{pmatrix}
\]

\[
H = \begin{pmatrix}
1 & \cdots & \cdots & 1 \\
0 & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & 1 \\
\end{pmatrix}
\]
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“Local observability”
Two neighbor actions, which is better?
Decide without using other actions

The condition: local observability
For every neighboring action pair $i, i'$, $\ell_i - \ell_{i'}$ is in the row space of $S_{i,i'}$.

Why? Unbiased estimate of $\langle \ell_i - \ell_{i'}, p^* \rangle$: “Which action is better?”
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Algorithm outline

- Maintain set of “alive” actions
- In every “round”, choose each alive action
- Update estimates of loss differences
- If a loss difference is significant (Bernstein stopping), eliminate suboptimal halfspace
- Do until only one action, or time step $T$
- Achieves $\tilde{O}(\sqrt{T})$ if local observability
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- When does this line exist?

$$\text{Coincidence! When no local observability } (\ell_i - \ell_j) \not\in \text{Im } S_{i,j} \Rightarrow \text{unobservable } \iff \text{Ker } S_{i,j} \not\subseteq (\ell_i - \ell_j)$$
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Lower bound for hard games

- Actions \(i\) and \(j\) not enough feedback
- “dangerous line” crosses (\(\text{Ker } S_{i,j}\))
- Third action needed, but costly
- When does this line exist?
- Coincidence! When no local observability
  \((\ell_i - \ell_j) \not\in \text{Im } S_{i,j}^\top \iff \text{Ker } S_{i,j} \not\subseteq (\ell_i - \ell_j)^\perp\)
  unobservable \hspace{1cm} line crosses
- Gives \(\Omega(T^{2/3})\) bound
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- trivial, easy, hard, hopeless

Key condition separating easy and hard: local observability

New algorithm achieves minimax regret rate for easy games

Computational efficiency: verifying the condition

Scaling with the number of actions? Lower bound: does not scale. Upper bound: $O\left(\frac{N^3}{2}\right)$

Scaling with the number of outcomes? Nope!

Non-stochastic opponent? Conjecture: the classification holds

Algorithm for easy games wanted
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  - verifying the condition
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- Scaling with the number of actions?
  - lower bound: does not scale
  - upper bound: $O(N^{3/2})$

- Scaling with the number of outcomes? Nope!

- Non-stochastic opponent?
  - Conjecture: the classification holds
  - Algorithm for easy games wanted
Thank you!

Questions?
Toward a classification of finite partial-monitoring games.

The nonstochastic multiarmed bandit problem.


Regret minimization under partial monitoring.

The weighted majority algorithm.

Discrete prediction games with arbitrary feedback and loss.