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Learning to control
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$f$ is unknown – yet the goal is to control the environment almost as well as if it was known
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- **Noise** $(w_t)_t$: Subgaussian martingale noise, $\mathbb{E} \left[ w_{t+1} w_{t+1}^\top | \mathcal{F}_t \right] = I_n$.

- **LQR problem:** given $A_*, B_*, Q, R$, find an optimal controller
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- \(x_{i+1} = \Theta_* z_i + w_{i+1}\)
- Linear regression with correlated covariates, martingale noise
- \(\Rightarrow\) Use ridge-regression (least-squares, with \(\ell_2\)-penalties)
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**Optimism Principle**

Let $C_t(\delta)$ be a confidence set for the unknown parameters. Choose the control which gives rise to the best performance.

For given $\Theta$, for the linear system with parameter $\Theta$, let $J(\Theta)$ be the optimal average cost and $\pi_\Theta$ be the corresponding optimal policy. Choose

$$\tilde{\Theta}_t = \arg\min_{\theta \in C_t(\delta)} J(\theta) \quad \text{and} \quad u_t = \pi_{\tilde{\Theta}_t}(x_t).$$

**Caveats**

- $J(\Theta)$ can be ill-defined
- Need restriction on allowed set of parameters
- Finding $\tilde{\Theta}_t$ is a potentially difficult optimization problem
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How to choose the confidence set?


**Theorem**

Let \( z_t^T = (x_t^T, u_t^T) \in \mathbb{R}^{n+d} \). Let \( \hat{\Theta}_t \) be the ridge-regression parameter estimate with regularization coefficient \( \lambda > 0 \). Let \( V_t = \lambda I + \sum_{i=0}^{t-1} z_i z_i^T \) be the covariance matrix. Then, for any \( 0 < \delta < 1 \), with probability at least \( 1 - \delta \),

\[
\text{trace}((\hat{\Theta}_t - \Theta_*)^T V_t (\hat{\Theta}_t - \Theta_*)) \leq \left(d \sqrt{2 \log \left( \frac{\det(V_t)^{1/2} \det(\lambda I)^{-1/2}}{\delta} \right) + \lambda^{1/2} S^2} \right)^2.
\]
Construction of confidence sets

An ellipsoid centred at $\hat{\Theta}_t$:

$$\text{trace} \left\{ (\Theta - \hat{\Theta}_t)^\top V_t (\Theta - \hat{\Theta}_t) \right\} \leq \beta_t.$$
The algorithm

**Inputs:** $T, S > 0, \delta > 0, Q, L$.
Set $V_0 = I$ and $\hat{\Theta}_0 = 0$, $(\tilde{A}_0, \tilde{B}_0) = \tilde{\Theta}_0 = \text{argmin}_{\Theta \in \mathcal{C}_0(\delta)} J_*(\Theta)$.

for $t := 0, 1, 2, \ldots$ do

Calculate $\hat{\Theta}_t$.

$\hat{\Theta}_t = \text{argmin}_{\Theta \in \mathcal{C}_t(\delta)} J_*(\Theta)$.

Calculate $u_t$ based on the current parameters, $u_t = K(\hat{\Theta}_t)x_t$.

Execute control, observe new state $x_{t+1}$.

$V_{t+1} := V_t + z_t z_t^\top$, where $z_t^\top = (x_t^\top, u_t^\top)$.

end for
Proof sketch

- Fix $T > 0$.
  - With high probability, the state stays $O(\log T)$. ⇒ most of the work is here.
- Decompose the regret
- Analyze each term
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Decompose the regret

Analyze each term
Regret decomposition

- Dynamic programming equations, \( \mathbb{E}[w_{t+1}|\mathcal{F}_t] = 0 \), Algebra ..

\[
R_1 = \sum_{t=0}^{T} \left\{ x_t^\top P(\tilde{\Theta}_t)x_t - \mathbb{E} \left[ x_{t+1}^\top P(\tilde{\Theta}_{t+1})x_{t+1} | \mathcal{F}_t \right] \right\}
\]

\[
R_2 = \sum_{t=0}^{T} \mathbb{E} \left[ x_{t+1}^\top \left\{ P(\tilde{\Theta}_{t+1}) - P(\tilde{\Theta}_t) \right\} x_{t+1} | \mathcal{F}_t \right]
\]

\[
R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_\star^\top P(\tilde{\Theta}_t)\Theta_\star - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t)\tilde{\Theta}_t \right) z_t.
\]

\[
\sum_{t=0}^{T} (x_t^\top Qx_t + u_t^\top Ru_t) = \sum_{t=0}^{T} J(\tilde{\Theta}_t) + R_1 + R_2 + R_3
\]

\[
\leq T J(\Theta_\star) + R_1 + R_2 + R_3.
\]
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Regret decomposition

- **Dynamic programming equations**: $\mathbb{E}[w_{t+1}|\mathcal{F}_t] = 0$, Algebra.
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\]
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\]
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R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_*^\top P(\tilde{\Theta}_t)\Theta_* - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t)\tilde{\Theta}_t \right) z_t.
\]
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\sum_{t=0}^{T} (x_t^\top Qx_t + u_t^\top Ru_t) = \sum_{t=0}^{T} J(\tilde{\Theta}_t) + R_1 + R_2 + R_3 \\
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Regret decomposition

- Dynamic programming equations, $\mathbb{E} [w_{t+1} | \mathcal{F}_t] = 0$, Algebra..

$$R_1 = \sum_{t=0}^{T} \left\{ x_t^\top P(\tilde{\Theta}_t)x_t - \mathbb{E} \left[ x_{t+1}^\top P(\tilde{\Theta}_{t+1})x_{t+1} \bigg| \mathcal{F}_t \right] \right\}$$

$$R_2 = \sum_{t=0}^{T} \mathbb{E} \left[ x_{t+1}^\top \left\{ P(\tilde{\Theta}_{t+1}) - P(\tilde{\Theta}_t) \right\} x_{t+1} \bigg| \mathcal{F}_t \right]$$

$$R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta^*_\top P(\tilde{\Theta}_t)\Theta_* - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t)\tilde{\Theta}_t \right) z_t.$$
Term $R_1$

$$R_1 = \sum_{t=0}^{T} \left\{ x_t^\top P(\tilde{\Theta}_t)x_t - \mathbb{E} \left[ x_{t+1}^\top P(\tilde{\Theta}_{t+1})x_{t+1} \mid \mathcal{F}_t \right] \right\}$$

- Regrouping
  - Martingale difference sequence
  - State does not explode
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$$R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_*^\top P(\tilde{\Theta}_t) \Theta_* - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t) \tilde{\Theta}_t \right) z_t.$$  

- Algebra.. Reduce to

$$O(\sqrt{T}) + \left( \sum_t \|P(\tilde{\Theta}_t)(\tilde{\Theta}_t - \Theta_*)^\top z_t\|^2 \right)^{1/2}$$
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$$R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_*^\top P(\tilde{\Theta}_t) \Theta_* - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t) \tilde{\Theta}_t \right) z_t.$$

- Algebra.. Reduce to

$$O(\sqrt{T}) + \left( \sum_t \|P(\tilde{\Theta}_t)(\tilde{\Theta}_t - \Theta_*)^\top z_t\|^2 \right)^{1/2}$$

- More algebra..
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Term $R_3$

\[ R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_*^\top P(\tilde{\Theta}_t) \Theta_* - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t) \tilde{\Theta}_t \right) z_t. \]

- Algebra.. Reduce to

\[ O(\sqrt{T}) + \left( \sum_{t} \left\| P(\tilde{\Theta}_t)(\tilde{\Theta}_t - \Theta_*)^\top z_t \right\|^2 \right)^{1/2} \]

- More algebra..
- Choice of confidence set
- State does not explode
Term $R_3$

\[ R_3 = \sum_{t=0}^{T} z_t^\top \left( \Theta_\ast^\top P(\tilde{\Theta}_t)\Theta_\ast - \tilde{\Theta}_t^\top P(\tilde{\Theta}_t)\tilde{\Theta}_t \right) z_t. \]

- Algebra.. Reduce to

\[ O(\sqrt{T}) + \left( \sum_t \|P(\tilde{\Theta}_t)(\tilde{\Theta}_t - \Theta_\ast)^\top z_t\|^2 \right)^{1/2} \]

- More algebra..

- Choice of confidence set

- State does not explode
Term $R_2$

$$R_2 = \sum_{t=0}^{T} \mathbb{E} \left[ x_{t+1}^\top \left\{ P(\tilde{\Theta}_{t+1}) - P(\tilde{\Theta}_t) \right\} x_{t+1} \bigg| \mathcal{F}_t \right]$$

- Cannot analyze this algorithm!
- What if we change the policies rarely?
Term $R_2$

$$R_2 = \sum_{t=0}^{T} \mathbb{E} \left[ x_{t+1}^\top \left\{ P(\tilde{\Theta}_{t+1}) - P(\tilde{\Theta}_t) \right\} x_{t+1} \middle| \mathcal{F}_t \right]$$

- Cannot analyze this algorithm!
- What if we change the policies \textit{rarely}?
Change the policy only when the determinant of confidence ellipsoid doubles.

\[ \tau_s : \text{time of } s\text{th policy change.} \]

\[ O(\log T) \text{ policy changes up to time } T. \]

\[ \sum_{t=0}^{T} \mathbb{E} \left[ x_{t+1}^\top (P(\tilde{\Theta}_{t+1}) - P(\tilde{\Theta}_t)) x_{t+1} | \mathcal{F}_t \right] \leq O(\log T). \]
The algorithm

**Inputs:** $T, S > 0, \delta > 0, Q, L$.

Set $V_0 = I$ and $\hat{\Theta}_0 = 0$, $(\tilde{A}_0, \tilde{B}_0) = \tilde{\Theta}_0 = \arg\min_{\Theta \in C_0(\delta)} J_\ast(\Theta)$.

**for** $t := 0, 1, 2, \ldots$ **do**

- **if** $\det(V_t) > 2 \det(V_0)$ **then**
  - Calculate $\hat{\Theta}_t$.
  - $\tilde{\Theta}_t = \arg\min_{\Theta \in C_t(\delta)} J_\ast(\Theta)$.
  - Let $V_0 = V_t$.
- **else**
  - $\tilde{\Theta}_t = \tilde{\Theta}_{t-1}$.

**end if**

- Calculate $u_t$ based on the current parameters, $u_t = K(\tilde{\Theta}_t)x_t$.
- Execute control, observe new state $x_{t+1}$.
- $V_{t+1} := V_t + z_tz_t^\top$, where $z_t^\top = (x_t^\top, u_t^\top)$.

**end for**
Theorem

With probability at least $1 - \delta$, the regret of the algorithm is bounded as follows:

$$R(T) = \tilde{O} \left( \sqrt{T \log(1/\delta)} \right).$$
Conclusions

- First regret result for the problem of linear optimal control
- Algorithm is too expensive!
  Does there exist a cheaper alternative with similar guarantees?
- Relaxing the martingale noise assumption? ($k^{th}$ order Markov noise? ARMA..)
- Extension to linearly parameterized systems?
  \[ x_{t+1} = \theta^\top \varphi(x_t, u_t) + w_{t+1} \]
- Planning? Learning?
- Unrealizable case?
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