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BENEFITS OF STOCHASTIC DEPTH

Train short networks, get deep networks

Implicit ensemble of $2^L$ models

Speedup 25% during training
CIFAR-10 & CIFAR-100 (110-LAYER)
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CIFAR-10 & CIFAR-100 (110-LAYER)
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ResNet on CIFAR-10

- Red line: ResNet 110-layer
- Blue line: ResNet 110-layer w/ Stochastic Depth

Test error (%): 6.41% for 110-layer, 5.25% for 110-layer with Stochastic Depth
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More details!
More analysis!
More data sets!

Code: github.com/yueatsprograms/Stochastic_Depth
Email: ys646@cornell.edu