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A general-purpose neural network policy can be represented as:

$$\theta = \arg\min_{\theta} E_{\pi_\theta} \left[ \sum_{t=1}^{T} c(x_t, u_t) \right]$$

$$\pi_\theta(u_t | o_t)$$ - control policy
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Policy search (RL) vs. complex dynamics vs. complex policy:
- Policy search (RL) vs. complex dynamics: HARD
- Supervised learning vs. complex dynamics: EASY
- Optimal control vs. complex dynamics: EASY
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Learned Visuomotor Policy: Shape sorting cube
Generalization Experiments

Visual Test
Position 1
real time

autonomous execution
Comparisons

dend-to-end training
Comparisons

dend-to-end training

pose prediction
Comparisons

end-to-end training

pose prediction
Comparisons

end-to-end training

pose prediction
Comparisons

end-to-end training

pose prediction (trained on pose only)

pose features
Comparisons

end-to-end training

pose prediction

pose features
Comparisons

end-to-end training

pose prediction

pose features
Comparisons
## Comparisons

<table>
<thead>
<tr>
<th>Item</th>
<th>Success Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>coat hanger</td>
<td>55.6%</td>
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### Network Architecture and Test Error (cm)

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Test Error (cm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softmax + feature points (ours)</td>
<td><strong>1.30 ± 0.73</strong></td>
</tr>
<tr>
<td>Softmax + fully connected layer</td>
<td>2.59 ± 1.19</td>
</tr>
<tr>
<td>Fully connected layer</td>
<td>4.75 ± 2.29</td>
</tr>
<tr>
<td>Max-pooling + fully connected</td>
<td>3.71 ± 1.73</td>
</tr>
</tbody>
</table>
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<td>1.30 ± 0.73</td>
</tr>
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<td>Softmax + fully connected layer</td>
<td>2.59 ± 1.19</td>
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<td>4.75 ± 2.29</td>
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<td>Max-pooling + fully connected</td>
<td>3.71 ± 1.73</td>
</tr>
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Guided Policy Search Applications

**Manipulation**
- with N. Wagener and P. Abbeel

**Dexterous Hands**
- with V. Kumar and E. Todorov

**Soft Hands**
- with A. Gupta, C. Eppner, P. Abbeel

**Locomotion**
- constrained GPS
- 300–400 N pushes
  - with V. Koltun

**Aerial Vehicles**
- MPC-guided policy search (our method)
  - with G. Kahn, T. Zhang, P. Abbeel
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Grasping with Learned Hand-Eye Coordination

- 800,000 grasp attempts for training (3,000 robot-hours)
- monocular camera (no depth)
- 2-5 Hz update
- no prior knowledge
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Learning what Success Means

can we \textit{learn} the cost with visual features?

\begin{align*}
  c(x, u) &= w_1 f_{\text{target}}(x) + w_2 f_{\text{torque}}(u)
\end{align*}
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