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Country Area Storks | Humans | Birth rate
(km®) | (pairs) (10%) (10°/yr)
Dependence vs. Causation  amme | 2w w22«
Austria 83,860 300 7.6 87
Belgium | 30,520 | 1 99 118
Bulgaria | 111,000 = 5000 9.0 | 117
Denmark | 43,100 | o 51 | 59
France | 544,000 140 s6 | 774
Storks Deliver Babies (p= 0.008) Germany | 357,000 | 3300 | 78 | 901
Robert Matthews Greece . 132,000 2500 _ 10 _ 106
Holland 41,900 4 15 188
Ardicle first published anline:; 25 DEC 2001 EACH FE Teaching Statistics Hungary [ 93,000 | 5000 [ 11 | 124
DOI: 10.1111/1467-0639.00013 JIATLIIL ‘;;lzr:;fzzﬁ&sua 2 [ ialy 201250 S - o
Poland 312,680 @ 30,000 mailto:rajm@compuserve.com
Portugal | 92390 & 1500 10 | 120
Romania | 237,500 - 5000 | 23 - 367
Spain | 504,750 @ 8000 = 39 | 439
Switzerland | 41,290 150 671 | 82
Turkey | 779,450 = 25,000 s6 | 1576

Table 1. Geographic, human and stork data for 17
European countries

Cargo cultd religious practices in pacific tribes around world war I,
trying to obtain wealth (the "cargo") by building mock landing strips etc.

éthe term cargo cul té | words Ofsikipediad i o ma t
"to mean any group of peophédho imitate thesuperficial exterior of a process
or system without having arynderstanding of the underlying substance".

(source: http://philosophyisfashionable.blogspot.com/)
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Statistical Implications of Causality

Reichenbach’s

Common Cause Principle
links causality and probability:

(i) if X and Y are statistically

dependent, then there is a Z |
causally influencing both; special cases:

(ii) Z screens X and Y from each M
other (given Z, the observables

X and Y become independent)
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Functional Causal Model (Pearl et al.)

e Set of observables X1,...,X,

e directed acyclic graph G with vertices X4,...,X,
e Semantics: parents = direct causes

o X, = f;(ParentsOf;, Noise; ), with jointly independent Noiseq, ..., Noise,.
e this model can be shown to satisfy Reichenbach’s principle

e Independence of noises follows from causal sufficiency (by Reichenbach)

e the above entails a joint distribution P(X7,...,X,). Questions:

(1) What can we say about it?

(2) Can we recover G from P?
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Functional Model,ctd. ( Lauri tzen, Pear|

Theorem: the following are equivalent:

— Existence of a functional causal model

— Local Causal Markov condition: X, statistically indepen-
dent of non-descendants, given parents (ie.: every information

exchange with its non-descendants involves its parents)

— Global Causal Markov condition: d-separation (characterizes the set of

independences implied by local Markov condition)

— Factorization P(Xq,...,X,) = Hj P (Xj | Parentsj) (conditionals as

causal mechanisms generating statistical dependence)

(subject to technical conditions)
I/-—__H.\\'I
non-descendants l
./ AN

parents of Xj

X _/\
. \,f‘“x, :)

\_ _/ descendants
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Causal Inference from Observational DataSpirtes,
Gl ymour, Scheines, Pearl h ¢é)

A Question givenP(X,, € ,),Xan we infeG?
A Answer:
A Impossible without additional information

A Possible withinterventiongsubject to philosophical debates re.
counterfactuals)

A Assumingfaithfulnesgand suitable assumptions to make
conditional independence testing feasible), can estimate a

Markov equivalence clag®ntainingG by running
condi tional l ndependence t e

Unfortunately, this is useless for the very simplest graphs (2
observables).

A What kind of assumptions can help us in theb8ervable case’
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Restricting the Functional Model

e ceneral functional model
X; = f;(Parents;, Noise;)

Note: if Noise; can take N different values, then it could switch
randomly between mechanisms f!(Parents;), ..., f" (Parents;)

e additive noise model

X; = f;(Parents;) 4+ Noise;

(Noise; jointly independent)
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Causal Inference with Additive Noise, 2-Variable
Case

Forward model: —
y:= f(z)+n, withz 1L n ®<_@
Identifiability: = when 1is there a

backward model of the same form?

A

y v

(x)

oyer et al.: Nonlinear causal discovery with additive noise models. NIPS 21, 2009
J‘Pters et al.: Detecting the Direction of Causal Time Series. ICML 2009
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Identifiability Result (Hoyer, Janzing, Mooij, Peters, Sche Ikopf,
2008)
Theorem 1 Let the joint probability density of x and y be given by

p(z,y) = pn(y — f(2))pa (), (1)

where p,, ps are positive probability densities on R. If there is a backward model

p(z,y) = palz — 9(y))py (y) , (2)

then, denoting v := logp, and & := logp, and assuming sufficient differentia-
bility, the triple (f,pz, pn) must satisfy the following differential equation for all

z,y with V" (y — f(x))f'(x) # 0:

" __ ¢ V/”f/ f/, 1 el g/ ! el V/V/”f/,f/ V/(f”)2
& =¢ (— i +?>—2uff+uf L T C)

where we have skipped the arguments y— f(x), x, and x for v, &, and f and their
derivatives, respectively. Moreover, if for a fized pair (f,v) there exists y € R
such that V" (y — f(x))f'(x) # 0 for all but a countable set of points x € R, the
set of all p, for which p has a backward model is contained in a 3-dimensional
affine space.

Corollary 1 Assume that V"' = & = 0 everywhere. If a backward model
exists, then f 1is linear.
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Causal Inference Method

Prefer the causal direction that can better be fit
with an additive noise model.

Implementation:
e Compute a function f as non-linear regression of X on Y

e Compute the residual
E:=Y — f(X)

e check whether ' and X are statistically independent (un-
correlated is not enough)
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Experiments

Relation between altitude (cause) and average temperature (effect)
of places in Germany
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Our independence tests detect strong dependence.
Hence the method prefers the correct direction

altitude — temperature
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e Generalization to post-nonlinear additive noise models: Zhang
& Hyvarinen: On the Identifiability of the Post-Nonlinear Causal
Model, UAI 2009

e Generalization to graphs with more than two vertices:
Peters, Mooij, Janzing, Scholkopt: Identifiability of Causal Graphs
using Functional Models, UAI 2011

e Generalization to two-vertex-graphs with loops:
Mooij, Janzing, Heskes, Scholkopt: Causal discovery with Cyclic
additive noise models, NIPS 2011
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Independence-based Regression (Mooij et al., 2009)

e Problem: many regression methods assume a particular noise
distribution; if this is incorrect, the residuals may become de-
pendent

e Solution: minimize dependence of residuals rather than maxi-
mizing likelihood of data in regression objective

e Use RKHS distance between kernel mean embeddings/Hilbert-
Schmidt-norm of cross-covariance operator between two RKHSes
as a dependence measure

Moo, Janzing, Peters, Scholkopf: Regression by dependence minimization and its application
to causal inference. ICML 2009.

Yamada & Sugiyama: Dependence Minimizing Regression with Model Selection for Non-
Linear Causal Inference under Non-Gaussian Noise. AAATI 2010.
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Kernel Independence Testing (Gretton et al., 2007)
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