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HumanHuman LanguageLanguage

• Very complex
� What are the units? 
� How are they assembled? 
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ProblemsProblems for a for a concatenativeconcatenative viewview

� units are not separated by blanks or clear transitions
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ProblemsProblems for a for a concatenativeconcatenative viewview

� units are not separated by blanks or clear transitions
� supposedly identical units are different
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� units are not separated by blanks or clear transitions
� supposedly identical units are different
� words change shape

ProblemsProblems for a for a concatenativeconcatenative viewview



Underlying forms

Surface forms

Articulatory plan

Acoustic signal

Phonological processes
• assimilation
• epenthesis
• deletion

Phonetic processes
• coarticulation

Articulation & 
transmission
• vocal tract shape
• overshoot/undershoot
• noise, reverb, etc
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how? how? 
whenwhen??



Early language acquisition timelineEarly language acquisition timeline

Birth

1
2
3
4
5
6
7
8
9

10
11
12

(months)

language discrimination 
(rythmic cues) (Mehler et al. 1988)

segmentation in 
intonational phrases (Hirsh-
Pasek et al. 1987)

segmentation in 
phonological phrases 
(Gerken et al. 1994)

Frequent stress patterns 

Suprasegments Segments Lexicon

fine grained universal 
phonetic discrimination 

language discrimination 
(phonetic cues) (Bosch, Sebastian-
Galles)

onset of vowel categories 
(Kuhl et al. 1992; Polka & Werker 1994)

phonotactic constraints 
(Friederici & Wessels 1993; Jusczyk et 
al. 1993, 1994)

loss of nonnative 
consonantal contrasts
(Werker & Tees 1984)

recognition of one’s name

ability to segment 
frequent word forms 
(Jusczyk & Aslin 1995)

function words (Shady 1996)

recognition lexicon: ~20 
words
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WhenWhen? ? 

WerkerWerker& Tees (1984)& Tees (1984)
66--8 8 momo 88--10 10 momo 1010--12 12 momo 1111--12 12 momo

Maye and Maye and GerkenGerken(2002)(2002)

How? How? 



How do we know?

TASKS
- Discrimination
- Preference
- Classification
- Segmentation



Contrôle

/ba/ /da/

Intra Inter

ContrôleIntra Inter

test de t

test de t

test de t

Dehaene-Lambertz & Baillet, NeuroReport, 1998



Spectroscopie en proche     Spectroscopie en proche     
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Summary

• infants:
– learn the phonetic categories between 4-6 month and

12 months
– they also learn the phonotactics before age 14 month
– before a lexicon has been acquired

• mechanisms?
– mode tracking (clustering)

• Maye, Werker & Gerken (2002); Vallabha, et al (2007), 
Gauthier, Shi & Xu (2007)

� problem : has not been tested on real unsegmented
speech input



ProbabilisticProbabilistic modelsmodels ofof speech recognitionspeech recognition

P(M | Data)= P(Data| M) * P(M)
P(Data)

2 ideas: 
- have a production model

during perception: find the most probable production
for the data
during acquisition: find the most probable model
given the observed data

- speech production rests on a probabilistic sequence
of states which map to probability
distributions of continuous parameters



Probabilities

Transcriptions in 
phonemes

Structure of the
model

Signal

LearnedLearnedLearnedLearned

LearnedLearnedProvidedProvided

LearnedLearnedProvidedProvided

ProvidedProvidedProvidedProvided

InfantsMachines



Successive State Successive State SplittingSplitting

Takami & Sagayama, 1991

sstart end

s1

start end s1start end

s2

s2

pb: 
very slow
non optimal



Optimized State Splitting

Varadarajan, Khudanpur,Dupoux, (2008)

reasonably accurate for recognition
two big problems; the units found: 

1. are smaller than the phoneme (30ms)
2. are more specific than the phoneme (context-dependant allophones)

sstart end
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� Pronunciations of the French phoneme /� / 
(allophonic rule) :
/� / ® [� �] before or after a voiceless consonant 
(/k
� ,t
�
�
�� ) 

[� ] elsewhere

� hence, [� �] and [� ] have complementary 
distributions

Background:  Phonemes and Allophonic Rules



How to reduce the number of allophones?
Idea #1: complementary distributions

Simple idea: 
� allophonic pairs are in complementary
distributions (occur in disjoint contexts)
� use a measure of divergence in 
distributions

Pseudo French

Peperkamp, Le Calvez, Nadal, Dupoux, Cognition, (2006)
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EffectEffect ofof phonotacticsphonotactics

• Corpora:
– Real language

(With
phonotactics) 

– Synthetic corpus 
with the same
phonemes (no
phonotactics)

• Rules: 
– One « allophonic »

rule
– target=most

frequent phoneme
– Context=half of the

phonemes

• Test:
• Z-score threshold of 1
• Nb of false alarms



Number of allophones

Results averaged on 20 runs.

Randomly drawn 
corpora:

- 60 segments
- Frequency Ratio 1:1.000
- Size: 10.000.000 

segments
- Randomly constructed 

rules (from 1 to 35)

Measured medial rank of 
rules

Theoretical median 
rank=nb of rules/2

Theoretical median rank
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Limits of KLLimits of KL
# Good:

$ Robust wrt partial application/noisy input 
$ Robust wrt rule interaction (not shown)

# Bad:
$ Phonotactics degrades performance

e.g. in a CV language, every C is in comp distrib with every V

$ Nb of allophones has a catastrophic effect
# Confusions between allophones (problem of shared contexts). e.g.

p1 � a1 / _C  

p2 � a2  / _C

Then, two other rules are also compatible with the data:
p1 � a2 / _C  

p2 � a1  / _C



Idea #2. The linguistic/articulatory filters

• allophonic rules generally involve minimal changes

phonetic filter 1: No intermediate segment allowed between the default 
segment and allophone

• allophonic rules are generally assimilatory

phonetic filter 2: Distance between allophone and context smaller than 
between default and context
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Implementation of the filters

Numerical scale along 6 dimensions 

Place from 0 (bilabial) to 8 (uvular)

Sonority from 0 (voiceless stops) to 12 (low vowels)

Voicing 0 or 1

Nasality 0 or 1

Rounding 0 or 1

Length 0 (simple) or 1 (long vowels and geminates)

# Segments are defined according to phonetic features

filter 1:

filter 2:



Tests on FrenchTests on French
French Child-directed speech corpus (CHILDES) semi-phonetically transcribed :
» 500.000 segments.
# 11 allophonic rules implemented: Palatalisation of /k,g/ (2 rules) and Sonorant Devoicing (9 

rules).
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Limits of the linguistic/articulatory filters

• How many allophones?
– The French examples: 11 allophones (i.e. 

0.3 per phoneme)

– State of the art speech recognition:1500 
context dependant allophones 
(i.e., 35 allophones per phoneme)

• Where do features come from?
– Features are mostly articulatory. Could 

12 month olds have access to them?
– Could we replace linguistic features by 

acoustic features?



Idea #3: use the lexicon

• Intuition: 
– for sufficiently long words, the probability that two different 

words happen to be identical except for their final 
segments is very low (example from English: African – affricate)

– hence, pairs of word forms differing only in their final 
segment are likely phonetic variants of the same word

• Word filter on the input:
– for a given pair of segments {s1, s2}, compute KL only if 

the corpus contains a pair of word forms {Xs1, Xs2} where 
X is a string of segments



Martin, Peperkamp & Dupoux (in preparation)



Martin, Peperkamp & Dupoux (in preparation)



But isn’t is cheating?
• Problem: 

– 12-month-olds do not have a large word form lexicon
– They probably could not construct one if they have 1500 

allophones



But isn’t is cheating?

MBDP-1 Brent (1999). 
NGS-u Venkataraman (2001)



But isn’t is cheating?
• Problem: 

– 12-month-olds do not have a large word form lexicon
– They probably could not construct one if they have 1500 

allophones

• Solution: use approximate word segmentation
– for a given pair of segments {s1, s2}, compute KL only if 

the corpus contains a pair of frequent n-grams {Xs1, Xs2} 
where X is a string of segments of length n-1.

• n=7
• frequency cut-off: 10% 

(a 7-gram is frequent if its frequency rank is within the top 10%)



Martin, Peperkamp & Dupoux (in preparation)



Summary

KL
Linguistic

filters

Approximate
lexicon

lexical 
filter

Underlying form

Unsupervized
Clustering

1500
allophones

40 phonemes

Further questions
– What is the performance on real 

speech? 

– Is this linguistically plausible 
(what about other kinds of 
variations: free variations, 
insertions deletions, ..)

– Is this psychologically plausible? 
(do infants do it?)

– Is this neurally plausible? 
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Is this psychologically plausible? 
testing 12 month old American 

infants
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Work in progress

• Use a real speech corpus
– Replace the linguistic transcriptions with

unsupervized labelling
– Replace the linguistic filters with a 

production/coarticulation model in continuous
parameter space



CSJ Corpus: 400 hours of annotated spontaneous speech



Ling. filter 1: acoustic distance



Ling filter 2: 
coarticulation model



PhonologyPhonology

LexiconLexicon

AcousticsAcoustics



More bootstrapping problemsMore bootstrapping problems
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AcousticsAcousticsVisionVision

Scene Scene 
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Take home message
• What we have: 

– A lot of data on early language acquisition (0-24 months)
– Large corpora of parent-infant interactions in several languages
– Speech processing tools and statistical models of language processing

• What we don’t have:
– Enough interactions between ASR/NLP/ML and developmental 

psychologists

� a new field is ready to emerge: computational developmental 
psycholinguistics

• Benefits: 
– Theory-driven empirical studies of early language acquisition
– New constraints for automatic speech recognition algorithms (smaller 

dialects, languages without orthographies)



ThankThankyouyou



CoarseCoarse grainedgrained codingcoding

1 : incoming signal is
segmented into
syllabic-like templates
(based on acoustic
sonority). The
templates are stored in 
an instance-based
perceptual memory

2 : continuous speech is
matched to all of the
templates, using a 
running DTW algorithm. 
This yields simularity
profile as a function of 
time for each stored
template.

1segment

acoustic signal

2

High
dimensional

templace
similarity space

0 Time (s)
1

12

C
oe

ffi
ci

en
ts

1
template bank

match

code
0

0 : continuous speech is
recodedinto spectral 
features

Low dimensional
spectral feature space





• mini-language
– cv syllables
– [ptkmr/][aeiouy]
– single talker

Beraud –Sudreau, Sagayama, Dupoux, (in prep)



a b c

0100 300 500 700

speech signalspeech signal

auditoryauditory
representationrepresentation

PhoneticPhonetic
decodingdecoding

GeneralGeneral
acousticacoustic

processingprocessing
ArticulationArticulation

PhoneticPhonetic
planningplanning

1. Template
representation

sublexicalsublexical
representationrepresentation

2. HMM – state 
splitting

3. Allophonic
reduction protolexicon





Japanese
# Child-directed Japanese corpus (CHILDES) semi-

phonetically transcribed: »800.000 segments

# 15 Allophonic rules implemented: Affrication of /t,d,z/, Palatalisation of 
/s,z,d/ (and their geminates), Moraic Nasal Assimilation
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Results: 8 hits out of 15 rules and 712 false alarms
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