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Machine Learning

ÅMachine Learning (ML) ïcomputer 

algorithms/machines that learn predictive models 

from class-labeled data

ïearly rule learning algorithms: AQ (Michalski 1969), é

ïearly decision tree learning algorithms since 1970s: 

ID3 (Quinlan 1979), é

ïearly regression tree learners CART (Breiman et al. 

1984), é

ïé
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Machine Learning

data

Machine Learning

knowledge discovery 

from data

classification model

Given : class-labeled data (e.g., transaction data table, 

relational database, text documents, Web pages, é)

Find : a classification model, able to predict new instances

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NONE

O2 23 myope no normal  SOFT

O3 22 myope yes reduced NONE

O4 27 myope yes normal HARD

O5 19 hypermetrope no reduced NONE

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal SOFT

O15 43 hypermetrope yes reduced NONE

O16 39 hypermetrope yes normal NONE

O17 54 myope no reduced NONE

O18 62 myope no normal NONE

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NONE



Machine learning: An illustrative 

example

Machine learning

lenses=NONE Ŷ tear production=reduced 

lenses=NONE Ŷ tear production=normal AND astigmatism=yes AND

spect. pre.=hypermetrope

lenses=SOFT Ŷ tear production=normal AND astigmatism=no 

lenses=HARD Ŷ tear production=normal AND astigmatism=yes AND

spect. pre.=myope

lenses=NONE Ŷ

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NONE

O2 23 myope no normal  SOFT

O3 22 myope yes reduced NONE

O4 27 myope yes normal HARD

O5 19 hypermetrope no reduced NONE

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal SOFT

O15 43 hypermetrope yes reduced NONE

O16 39 hypermetrope yes normal NONE

O17 54 myope no reduced NONE

O18 62 myope no normal NONE

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NONE
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Machine Learning

data

Machine Learning

knowledge discovery 

from data

classification models

Given : class-labeled data (e.g., transaction data table, 

relational database, text documents, Web pages, é)

Find : a classification model, able to predict new instances

new unclassified instance classified  instance

black box classifier 

no explanation

symbolicmodel 

explanation

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NONE

O2 23 myope no normal  SOFT

O3 22 myope yes reduced NONE

O4 27 myope yes normal HARD

O5 19 hypermetrope no reduced NONE

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal SOFT

O15 43 hypermetrope yes reduced NONE

O16 39 hypermetrope yes normal NONE

O17 54 myope no reduced NONE

O18 62 myope no normal NONE

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NONE



Why learn and use black -box models

Given : the learned classification model

(e.g., linear classifier, deep neural network, é)

Find: - the class label for a new unlabeled instance

Advantages: 

- best classification results in image recognition 

and other complex classification tasks

Drawbacks: 

- poor interpretability of results

- can not be used for pattern analysis

classified  instancenew unclassified instance



Why learn and use symbolic models

Given: the learned classification model

(a decision tree or a set of rules)

Find: - the class label for a new unlabeled instance

Advantages: 

- use the model for the explanation of classifications of 

new data instances

- use the discovered patterns for data exploration

Drawbacks: 

- lower accuracy than deep NNs

classified  instancenew unclassified instance



First Generation Machine Learning

ÅFirst machine learning algorithms for 

ïDecision tree and rule learning in 1970s and early 1980s 

by Quinlan, Michalski et al., Breiman et al., é

ÅCharacterized by

ïLearning from data stored in a single data table

ïRelatively small set of instances and attributes

ÅLots of ML research followed in 1980s 

ïNumerous conferences ICML, ECML, é and ML 

sessions at AI conferences IJCAI, ECAI, AAAI, é

ïExtended set of learning tasks and algorithms 

addressed
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Multi -class Learning Task

Several class labels of training examples of a single Target 

attribute

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NONE

O2 23 myope no normal  SOFT

O3 22 myope yes reduced NONE

O4 27 myope yes normal HARD

O5 19 hypermetrope no reduced NONE

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal SOFT

O15 43 hypermetrope yes reduced NONE

O16 39 hypermetrope yes normal NONE

O17 54 myope no reduced NONE

O18 62 myope no normal NONE

O19-O23 ... ... no ... ...

O24 56 hypermetrope no normal NONE
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Binary Classification

Binary classes 

Åpositive vs. negative examples of Target class

ÅConcept learning ïbinary classification and class description 

- for Subgroup discovery ïexploring patterns 

characterizing groups of instances of target class

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NO

O2 23 myope no normal  YES

O3 22 myope yes reduced NO

O4 27 myope yes normal YES

O5 19 hypermetrope no reduced NO

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal YES

O15 43 hypermetrope yes reduced NO

O16 39 hypermetrope yes normal NO

O17 54 myope no reduced NO

O18 62 myope no normal NO

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NO
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Multi -target Classification

Multi target classification 

ïeach example belongs to several Target classes

Person Age Spect. presc. Astigm. Tear prod. Lenses Pilot

O1 17 myope no reduced NO NO

O2 23 myope no normal  YES NO

O3 22 myope yes reduced NO NO

O4 27 myope yes normal YES NO

O5 19 hypermetrope no reduced NO NO

O6-O13 ... ... ... ... ... ...

O14 35 hypermetrope no normal YES YES

O15 43 hypermetrope yes reduced NO NO

O16 39 hypermetrope yes normal NO NO

O17 54 myope no reduced NO NO

O18 62 myope no normal NO YES

O19-O23 ... ... ... ... ... ...

O24 56 hypermetrope yes normal NO NO
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Learning from Numeric Class Data

Numeric class values ïregression analysis

Person Age Spect. presc. Astigm. Tear prod. LensPrice

O1 17 myope no reduced 0

O2 23 myope no normal  8

O3 22 myope yes reduced 0

O4 27 myope yes normal 5

O5 19 hypermetrope no reduced 0

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal 5

O15 43 hypermetrope yes reduced 0

O16 39 hypermetrope yes normal 0

O17 54 myope no reduced 0

O18 62 myope no normal 0

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal 0
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Example regression problem

Ådata about 80 people: Age and Height
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Baseline numeric model

ÅAverage of the target variable
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Baseline numeric predictor

ÅAverage of the target variable is 1.63
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Linear Regression Model

Height =    0.0056 * Age + 1.4181
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Regression tree
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Model tree
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kNN ïK nearest neighbors

ÅLooks at K closest examples (by age) and predicts the 

average of their target variable

ÅK=3
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Machine Learning and Data Mining

ÅMachine Learning (ML) ïcomputer 

algorithms/machines that learn predictive 

models from class-labeled data

ÅData Mining (DM) ïextraction of useful 

information from data: discovering relationships 

and patterns that have not previously been 

known, 

ïsometimes used to denote the use of ML techniques 

applied to solving real-life data analysis problems
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Data Mining

data

Data Mining

knowledge discovery 

from data

patterns

Given : class labeled or non-labeled data

Find : a set of interesting patterns, explaining the data

symbolicpatterns

explanation

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NONE

O2 23 myope no normal  SOFT

O3 22 myope yes reduced NONE

O4 27 myope yes normal HARD

O5 19 hypermetrope no reduced NONE

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal SOFT

O15 43 hypermetrope yes reduced NONE

O16 39 hypermetrope yes normal NONE

O17 54 myope no reduced NONE

O18 62 myope no normal NONE

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NONE

data
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Knowledge Discovery in Databases

ÅBuzzword since 1996

ÅKDD is defined as ñthe process of identifying 
valid, novel, potentially useful and ultimately 
understandable models/patterns in data.ò *

Usama M. Fayyad, Gregory Piatesky-Shapiro, PedhraicSmyth: The KDD Process for Extracting 
Useful Knowledge form Volumes of Data. CommACM, Nov 96/Vol 39 No 11
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KDD Process

KDD process of discovering useful knowledge from data

Å KDD is defined as ñthe process of identifying valid, novel, 
potentially useful and ultimately understandable models or 

patterns in data.ò 

Å KDD process involves several phases:
ï data preparation

ï machine learning, data mining, statistics, é

ï evaluation and use of discovered patterns
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KDD Process

KDD process of discovering useful knowledge from data

Å KDD is defined as ñthe process of identifying valid, novel, 
potentially useful and ultimately understandable models or 
patterns in data.ò 

Å Machine Learning (ML) / Data Mining (DM) is the key step in 
the KDD process
ï performed using machine learning or pattern mining  techniques for 

extracting classification models or interesting patterns in data

ï this key step represents only 15%-25% of entire KDD process



Second Generation Machine Learning

ÅDeveloped since 1990s:
ïFocused on data mining tasks characterized by large 

datasets described by large numbers of attributes 

ïIndustrial standard: CRISP-DM methodology (1997)

ïNew conferences on practical aspects of data mining 
and knowledge discovery: KDD, PKDD, é

ïNew learning tasks and efficient learning algorithms:
ÅLearning predictive models: Bayesian network learning,, 

relational data mining, statistical relational learning, SVMs, é

ÅLearning descriptive patterns: association rule learning, 
subgroup discovery, é

25



Relational Data Mining 

Relational Data Mining

knowledge discovery 

from data

model, patterns, 

é

Given : a relational database, a set of tables, sets of logical

facts, a graph, é

Find : a classification model, a set of patterns



Relational Data Mining

Å ILP, relational learning, 
relational data mining 

ïLearning from complex 

relational databases



Relational Data Mining

Å ILP, relational learning, 
relational data mining 

ïLearning from complex 

relational databases

ïLearning from complex 

structured data, e.g. 

molecules and their 

biochemical properties



Relational and Semantic Data Mining 

Å ILP, relational learning, 
relational data mining 

ïLearning from complex 

relational databases

ïLearning from complex 

structured data, e.g. 

molecules and their 

biochemical properties

ïLearning by using 

domain knowledge in the 

form of ontologies = 

semantic data mining
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Using domain ontologies 

Using domain ontologies as background knowledge, e.g., 
using the Gene Ontology (GO)

ÅGO is a database of terms, describing gene sets in terms 
of their 

ïfunctions (12,093) 

ïprocesses (1,812) 

ïcomponents (7,459) 

ÅGenes are annotated 

to GO terms

ÅTerms are connected

(is_a, part_of)

ÅLevels represent 

terms generality 



Semantic Data Mining: Using ontologies as 

background knowledge in RDM 

Semantic 

data mining
annotations,

mappings

domain 

ontologies

data

model,

patterns

Given : 

transaction data table, relational database,

text documents, Web pages, é

one or more domain ontologies

Find : a classification model, a set of patterns



Subgroup Discovery

ÅData transformation: 

ïbinary class values (positive vs. 

negative examples of Target 

class) 

ÅSubgroup discovery: 

ïa task in which individual 

interpretable patterns in the 

form of rules are induced from 

data, labeled by a predefined 

property of interest.

ÅSD algorithms learn several 

independent rules that 

describe groups of target 

class examples

ïsubgroups must be large and 

significant 

1

2

3

Class A Class B

Person Age Spect. presc. Astigm. Tear prod. Lenses

O1 17 myope no reduced NO

O2 23 myope no normal  YES

O3 22 myope yes reduced NO

O4 27 myope yes normal YES

O5 19 hypermetrope no reduced NO

O6-O13 ... ... ... ... ...

O14 35 hypermetrope no normal YES

O15 43 hypermetrope yes reduced NO

O16 39 hypermetrope yes normal NO

O17 54 myope no reduced NO

O18 62 myope no normal NO

O19-O23 ... ... ... ... ...

O24 56 hypermetrope yes normal NO
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SD algorithms in Orange DM Platform

ÅOrange data mining 

toolkit
ïclassification and subgroup 

discovery algorithms 

ïdata mining workflows

ïvisualization 

ÅSD Algorithms in Orange

ïSD (Gamberger & Lavraļ, JAIR 2002)

ïApriori-SD (Kavġek & Lavraļ, AAI 2006)

ïCN2-SD (Lavraļ et al., JMLR 2004)



Second Generation Data Mining 

Platforms

Orange, WEKA, KNIME, RapidMiner, é

ïinclude numerous data mining algorithms

ïenable data and model visualization

ïlike Orange, Taverna, WEKA, KNIME, RapidMiner,  

also enable complex workflow construction 
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Data Mining Workflows for 

Open Data Science

ï Workflows are executable visual representations of 

procedures

ïdivided into smaller chunks of code (components) 

ïorganized as sequences of connected components.

ï Suitable for representing complex scientific pipelines

ïby explicitly modeling dependencies of components

ï Building scientific workflows consists of simple operations on 

workflow elements (drag, drop, connect), suitable for non-

experts

35
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Big Data

ÅBig Data ïBuzzword since 2008 (special 

issue of Nature on Big Data)

ïdata and techniques for dealing with very 

large volumes of data, possibly dynamic 

data streams

ïrequiring large data storage resources, 

special algorithms for parallel computing 

architectures.



The 4 Vs of Big Data
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