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Outline

 KBP: knowledge graph grown from text

 Sub-task breakdown
– Entity Detection and Linking (EDL)
– Context Set Construction (CSC)
– Relation Prediction
– Reasoning

 Existing datasets

 Dataset construction
– Modular architecture

 Statistics of new dataset
– Entity and relation types
– Multi-instance and multi-label
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Knowledge Base Population
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 KBP: knowledge graph grown from 
text

–Common case is extending an 
existing knowledge graph

 Add typed edges with confidence

 New entities (unlike KBC) and new 
relationships
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Motivation

 Effective benchmark datasets are needed for progress
– Open
– Large
•enough for statistical significance in test
•enough to test context aggregation
•enough to train deep learning approaches

– Diverse
•Many relation types to test effectiveness of a method
•Relations interact, mutually constraining each other, allowing for reasoning to 

show impact
– Large and Diverse
•rules and tricks less tempting, approach must be general

 A large, diverse dataset can also be used to train a source model for transfer learning
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KBP Components
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KBP Components
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Entity Detection and Linking
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The Pub Corpis a new magazine, producing a new 
issue every month.

The Pub Corp monthly magazine

Entities Literals Concepts

Both existing and new entities, literals, and concepts 
are nodes in the knowledge graph

Identify in mentions in text of nodes that are or should 
be in the knowledge graph
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Context Set Construction

 London /location/location/contains Institute for Jewish Policy Research

– Arafat became the leftist pinup boy following Che Guevara , '' said Barry Kosmin , head 

of the Institute for Jewish Policy Research in London .

– The Cartoon Gallery is tainted , '' Barry Kosmin , of the Institute for Jewish Policy 

Research in London , said . '‘

 Stephen Baby /people/person/place_of_birth Chicago

– HOCKEY National Hockey League ATLANTA THRASHERS -- Assigned RW Stephen 

Baby , G Michael Garnett , D Jeff Dwyer and D Jim Sharrow to Chicago of the AHL .

– HOCKEY National Hockey League ATLANTA THRASHERS -- Assigned F Stephen 

Baby , F Kevin Doell , F Cory Larose , F Guillaume Desbiens , F Chad Painchaud , F 

Brad Schell , F Adam Smyth , D Lane Manson , D Jimmy Sharrow , G Dave Caruso and 

G Dan Turple to Chicago of the AHL .

 Phenobarbital used_to_treat febrile seizures

– dosage and administration Phenobarbital Sodium Phenobarbital has been used 

in the treatment and prophylaxis of febrile seizures.

– dosage and administration Phenobarbital However, it has not been established that 

prevention of febrile seizures influences the subsequent development of epilepsy.

– dosage and administration Phenobarbital Anticonvulsant Use Phenobarbital has 

been used in the treatment and prophylaxis of febrile seizures.
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Example Context
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Header One Row Of TSV File

ID 1 dbr:The_Beatles

ID 2 dbr:Tony_Sheridan

Type 1 dbo:Group

Type 2 dbo:Artist

Char Span 1 [150,161)

Char Span 2 [172,185)

Relations
<dbo:associatedBand,<odp:isMemberOf,<dbo:associated

MusicalArtist,<odp:hasMember

Context

Ain't She Sweet (album) - Wikipedia, the free encyclopedia 

Ain't She Sweet was an American album featuring four 

tracks recorded in Hamburg in 1961 by The 

Beatles featuring Tony Sheridan (except for the title song 

with vocal ... Ain't She Sweet by Susan Elizabeth Phillips 

Reviews ... Ain't She Sweet has 13,958 ratings and 716 

reviews.

URL http://2snowflakes.blogspot.com/2015/05/

http://2snowflakes.blogspot.com/2015/05/


© 2018 IBM Corporation

Relation Prediction

 Probabilistic prediction from textual evidence

 Input is a context set, output is a set of triples with probability

 In both training and test context sets may provide justifying evidence, partial evidence, 
or no evidence for true relationships

– We do not seek to filter out cases where the context set for a node-pair is unrelated 
or partially related to the KG edges between the nodes, since such cases will occur 
when the model is applied
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Samuel Smith 

went to school 

in New York

Samuel Smith born-in New York ~0.7
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Reasoning

 We define by input / output behavior

 Given a set of triples, possibly with confidence, predicts new triples or new confidences 
for existing triples

 Requires a “knowledge-level” evaluation, rather than mention-level
– There may not be any single context (e.g. sentence) that justifies a true triple
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KGinitial

e1 r1 e2 .9
e4 r4 e7 .2
…
…
…
e4 r2 e7 .4

KGfinal

e1 r1 e2 .4
e4 r4 e7 .3
…
…
…
e4 r2 e7 .8
e7 r1 e5 .3
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Existing KBP Benchmarks
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Dataset KG Text Related 

Node 

Pairs

Text 

Size

Available

Publicly

Supported 

Tasks

NYT-FB FB NYT 157K 1.8M 
sent.


Relation 
Prediction

TAC-KBP Custom Custom 122K 90K sent


EDL, CSC, 
Relation 
Prediction

FB15K-237 FB ClueWeb 2.7M 2.7M 
dep.-
paths


Relation 
Prediction*, 
Reasoning

WikiReading WikiData Wikipedia N/A 4.7M 
articles


All (for TODs)

T-REx DBpedia Wikipedia 11M 6.2M 
sent.


Relation 
Classification
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CC-DBP Dataset Processing Diagram
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Preprocessing

14

 Text Extraction
– Filter to HTML pages
– Extract the main textual content 

(not navigation menus or footers)
•Uses boilerpipe

– Filter to the desired language
•English by default
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Preprocessing

 KG Selection
– Collapse distinction between resources and literals, now simply nodes
– From 400 most frequent relations filter to relations that can be 

predicted from text
•Node labels unlikely to be matched in text

–dbo:filename, dbo:description, dbo:topSpeed
•Dates to just year
•Mediator relations

–dbo:careerStation
– Result is 298 relations, not including super-relations from the relation 

taxonomy
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Baseline Components

 Entity Detection and Linking
– Gazetteer Matching
– Match preferred label of resource, or string representation of literal
– In case of ambiguity, resolve to the more popular node (participates in more triples)
– Ignore labels that occur in the corpus too frequently, since these are typically very 

generic

 Context Set Construction
– Sentences that contain two nodes
•OpenNLPsentence detection

– Filtered by type pairs that are related in the selected KG
•Using a shallow, coarse grained type system of 35 basic types
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Modular Architecture

 Conflict between support for many KBP tasks
– NYT-FB is the context sets, suitable for directly benchmarking relation prediction
– TAC-KBP can support different approaches to EDL and CSC, but these must be 

implemented before relation prediction or reasoning can be trained and tested

 Modular Approach
– Supply the dataset at each phase along with the code to produce each phase

 Dependency between components gated by clear data formats
– Documents with offset annotations
•original text
•post-EDL text

– TSV file for context sets
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Basic Dataset Statistics
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Dataset KG Text Related 

Node 

Pairs

Text 

Size

Available

Publicly

Supported 

Tasks

CC-DBP DBpedia Common 
Crawl

3M 173M 
sent.

 All

NYT-FB FB NYT 157K 1.8M sent.  Relation 
Prediction

TAC-KBP Custom Custom 122K 90K sent  EDL, CSC*, 
Relation 
Prediction*

FB15K-237 FB ClueWeb 2.7M 2.7M dep.-
paths

 Relation 
Prediction, 
Reasoning

WikiReading WikiData Wikipedia N/A 4.7M 
articles

 All (for TODs)

T-REx DBpedia Wikipedia 11M 6.2M sent.  Relation 
Classification



© 2018 IBM Corporation

Dataset Statistics
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Entity types go beyond 
standard NER types such 
as Person, Place and 
Organization.
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Dataset Statistics
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The most frequent 47 
relation types make up 
80% of the positives. 
In NYT-FB just 5 relation 
types make up 83% of 
the positives.
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Multi-instance Relation Prediction

 We predict the set of relations between two nodes from the entire context set
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Multi-Label Relation Prediction

 There can be multiple relations between two nodes
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Summary

 Key Aspects
– Large scale
•Size of text and KG
•Diversity of entity and relation types

– Modular
•Support for many sub-tasks

 Future Work
– Coming soon: Unary contexts
•Predict relations from the contexts containing only a single node
•Examples:

–dbo:hasLocation

–dbo:recordLabel

–dbo:computingPlatform
– Moving beyond gazetteer matching

 Github: https://github.com/IBM/cc-dbp
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https://github.com/IBM/cc-dbp

