Automatic Image Annotation Using Group Sparsity
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Abstract

Automatically assigning relevant text keywords to images is an important problem. Many algorithms have been proposed in the past decade and achieved good performance. Efforts have focused upon model representations of keywords, but properties of features have not been well investigated. In most cases, a group of features is preselected, yet important feature properties are not well used to select features. In this paper, we introduce a regularization based feature selection algorithm to leverage both the sparsity and clustering properties of features, and incorporate it into the image annotation task. A novel approach is also proposed to iteratively obtain similar and dissimilar pairs from both the keyword similarity and the relevance feedback. Thus keyword similarity is modeled in the annotation framework. Numerous experiments are designed to compare the performance between features, feature combinations and regularization based feature selection methods applied on the image annotation task, which gives insight into the properties of features in the image annotation task. The experimental results demonstrate that the group sparsity based method is more accurate and stable than others.

1. Introduction

In the past decade, the number of images online and offline has increased dramatically. Many search engines retrieve relevant images by text-based searching without using any content information. Thus, assigning more relevant keywords is significant and can improve the image search quality. The purpose of image annotation is to automatically assign relevant text keywords to any given image, reflecting its content. It is a difficult task because of the lack of correspondence between keywords and image regions. Recent publications testify that it is an active subject of research [10, 20, 21, 12]. Since the amount of images with available annotations is increasing, many machine learning algorithms have been proposed to solve this problem by making use of ground truth [6]. Progress has been made by evaluations on standardized annotated data sets. In Section 1.1, we review the previous work of image annotation in detail.

The main shortcomings of existing work are twofold. First, features are often preselected, yet the properties of different features and feature combinations are not well investigated in the image annotation task. Second, these predefined features do not equally or positively contribute to the annotation performance. This problem can occur at both the high and low levels. For instance, histograms of RGB and HSV color space are widely used in image recognition applications. At the high level, the whole histograms from RGB and HSV are correlated. At the low level, the bins in each histogram also have connections. Thus features may have sparse prior and can be pruned or assigned different weights. Furthermore, these features may have a group clustering trend, which means that the nonzero elements exist in the union of subspaces. However, previous works do not use these two properties together to select features to improve the annotation performance.

In this paper we present a group sparsity based method to solve the feature related problems in the image annotation application. Our method includes training and testing procedures. The training part selects low level features (e.g., bins in the feature histogram) using both sparsity and group clustering priors. These priors improve the model’s robustness to noise. This method is a variation of regularization problems. It is inspired by the recently proposed group sparsity [33, 17] in the compressive sensing community. Testing part automatically annotates input images by transferring keywords from similar images. In our annotation framework, keyword similarities are also incorporated to find images with both similar keywords and similar visual contents. Numerous experiments are designed to compare the performance among different features and regularization methods applied on the image annotation task, which gives insight into the feature related properties in the image annotation task. From our experiments, the group sparsity based method shows improved accuracy and robustness compared to other regularization methods.
Our contributions are: 1) An effective framework is introduced to solve the image annotation problem: it includes a group sparsity based feature selection method and an image pair extraction method. Both of them have not been used in this large-scale problem. 2) We report extensive experiments, designed to give insight into the feature properties and provide in-depth comparisons between regularization methods applied on the annotation problem.

1.1. Previous Work on Image Annotation

Many approaches have been proposed to address the annotation task. Three main groups are identified [12]: generative models, discriminative models and nearest neighbor based methods.

**Generative models** can be further categorized as topic models and mixture models. Topic models annotate images as samples from a specific mixture of topics. Each topic is a distribution over image features and annotation words. Examples of topic models include latent Dirichlet allocation [2], probabilistic latent semantic analysis [25], hierarchical Dirichlet processes [31], and machine translation methods [7]. Mixture models define a joint distribution over image features and annotation keywords. Given a new image, these models compute the conditional probability over keywords given the visual features by normalizing the joint likelihood. A fixed number of mixture components over visual features per keyword can be used [4], or a mixture model can be defined by using the training images as components over visual features and keywords [8, 18, 19].

**Discriminative models** for keyword prediction have also been proposed [10, 14]. These methods learn a separate classifier for each keyword, and use them to predict whether the test image belongs to the class of images that are annotated with each particular keyword. However, both generative and discriminative models preselect features and do not analyze the differences within features. Feature selection is not a concern either.

**Nearest neighbor** based methods have become more attractive recently since the amount of training data is rapidly increasing, such as using label diffusion over a similarity graph of labeled and unlabeled images [21, 27], and learning discriminative models in neighborhoods of test images [34]. A nearest-neighbor keyword transfer mechanism was recently introduced [23]. In this method, image annotation is solved as a retrieval problem. Nearest neighbors are determined by the average of several distances (called Joint Equal Contribution, JEC) computed from different visual features. Keywords are then transferred from neighbors to the given image. Elementary color and texture features are tested and compared. Regularization based feature selection is also considered by using keyword similarity. Weights are computed in the “feature level”, which means that all histograms within the same feature share one common weight. However, it does not give better results than the equally weighted approach, and sparsity is not produced. TagProp [12] is a new nearest neighbor type model that predicts keywords by taking a weighted combination of the keyword absence and presence among neighbors, showing state-of-the-art performance.

2. Feature Selection with Group Sparsity

In this section we introduce the feature selection method for the image annotation task by using group sparsity properties, along with the training and testing procedures.

**Notations:** Consider the data \((x_i, y_i)\) where \(x_i = (x_{i1}, ..., x_{ip})\) and \(y_i\) are the regressors and response for the \(i\)th observation. Denote \(X\) as the \(n \times p\) feature matrix, with row \(j\) of \(X\) being data \(x_j\). Given all responses \(Y = (y_1, ..., y_n) \in \mathbb{R}^n\) that are generated from a sparse linear combination of the features plus a stochastic noise vector \(\epsilon \in \mathbb{R}^n\): \(Y = Xw + \epsilon\), where \(w\) is the weight vector and can select features. By far the most popular loss function to calculate \(w\) in this regression problem is the least square estimate, which is also named as the minimizer of the residual sum of squared errors:

\[
\hat{w} = \arg \min_{w \in \mathbb{R}^p} \|Xw - Y\|_2^2.
\]

**Annotation:** In our framework of the image annotation, the regressor \(y_i\) represents the similarity within the image pair, where \(y_i = 1\) means the sample is positive and the images in \(i\)th pair are similar, while \(y_i = -1\) means the sample is negative and the images are dissimilar. To incorporate the keyword information into the objective function, the definition of similarity should consider the similarity of keywords. In other words, positive samples share keywords, while negative samples do not. The quality of these pairs highly influence the overall performance. However, the ground truth of similarity is generally not available. It is obtained by an iterative method proposed in Section 3.2. Here we assume that it is available. \(x_i\) is the vector of the difference between features of the \(i\)th sample (a pair of images). If \(w_j = 0\), the \(j\)th element in the difference vector \(x_i\) does not contribute, which means that the \(j\)th bin in the feature vectors can be pruned directly. Based on the pruned features and weights, the similarity between the testing image and all training images are obtained. The keywords of images with highest similarity scores are annotated to the test image. Note that a larger result means a higher similarity. Since keyword similarities are incorporated into this learning framework, theoretically it can perform better than JEC, which solely considers visual feature distance when searching the similar images.

**Sparsity prior:** The analytical solution of \(w\) in (1) is represented as \((X^T X)^{-1} X^T Y\). However, the matrix \(X^T X\) may be singular because of the correlation of variables or
The matrices of feature differences $X \in \mathbb{R}^{n \times p}$ are computed based on $F$ and $L$, where $n$ is the number of pairs. Generate similarity vector $Y \in \mathbb{R}^n$ based on $L$.

Generate groups $G_1$ to $G_m$ according to feature groups. Use a projected-gradient algorithm [3, 28] (or other optimization methods described in [26, 1]) to minimize (3).

Output: weights $w \in \mathbb{R}^p$.

### Testing

**Input:** Weight vector $w \in \mathbb{R}^p$; feature vector of a test image $t \in \mathbb{R}^p$; feature matrix of training images $F$; keyword ground truth of training images.

- Prune $t$, $F$ and $w$ according to the nonzero elements in $w$.
- Thus the sizes of $t$, $F$ and $w$ have shrunk.

**Loop:** Iterate over the rows of $F$

- $s_i = (t - f_i) \cdot w$ Find the $q$ largest values in $s$ as the most similar images in terms of keyword similarity.
- Transfer keywords according to their local frequency.

**Output:** predicted keywords for the test image.

Table 1. The algorithms of training and testing procedures of our annotation framework.

the fact that $p$ can be larger than $n$, making the model unstable. Regularization approaches are widely used to alleviate this problem, which is written the following format:

$$\hat{w} = \arg \min_{w \in \mathbb{R}^p} \left[ \frac{1}{n} \|Xw - Y\|_2^2 + \lambda \|w\|_q \right],$$  \hspace{1cm} (2)

where $q = 2$ denotes $L^2$ regularization, and $q = 1$ represents $L^1$ regularization (LASSO [29]). $\|w\|_2$ can be interpreted as a prior that $w$ should not be too large. Although $L^2$ regularization increases the stability of the model, it does not induce parsimony since $L^2$ norm does not encourage sparsity. When irrelevant features are present in $X$, the weights produced under the sparsity prior can outperform those with $L^2$ constraints. In contrast, $\|w\|_1$ incorporates a sparsity prior. The solutions produced can be as sparse with $L^0$ regularization in some underdetermined systems. However, as shown in Section 4, using this prior alone can produce over-sparse solutions in our systems, which adversely affect the performance.

**Clustering prior:** In the features of the image annotation task, the clustering prior can also be utilized. Each feature such as RGB and HSV tends to be a group since the histograms of the same feature are not independent. We argue that by taking advantage of the feature group structure, the performance of feature selection models can be improved. Thus the problem is reformulated as:

$$\hat{w} = \arg \min_{w \in \mathbb{R}^p} \left[ \frac{1}{n} \|Xw - Y\|_2^2 + \lambda \sum_{j=1}^m \|w_{G_j}\|_2 \right],$$  \hspace{1cm} (3)

where features are partitioned into $m$ disjoint groups $G_1, G_2, ..., G_m$, and $w_{G_j}$ denotes the group of weights corresponding to the feature group $G_j$. In the image annotation task, the groups are naturally defined as different kinds of features such as RGB, Haar, etc. $\lambda \sum_{j=1}^m \|w_{G_j}\|_2$ is the combination of both $L^1$ and $L^2$ norms. $L^2$ norm is used for the weights inside of the same group, while $L^1$ norm is used to sum the results between groups. Using the group structure ensures more robust and accurate weights and still benefits from the sparsity. The algorithm framework is illustrated in Table 1. The weight $w$ is produced during the training stage by leveraging the group sparsity as regularization. In the testing stage, similarities between the test image and training images are calculated. Since the similarity is based on the keyword information, keywords from the most similar images are transferred to annotate the test image.

### 3. Features and Image Pairs

In this section, we introduce features used to evaluate our algorithm, and explain how to obtain similar and dissimilar pairs for when ground truth of similarity is not available.

#### 3.1. Color and Texture Features

Color and texture are two important visual cues to represent the image content. To maximally use the color information extracted from the images and investigate their properties, we select features from many color spaces as color descriptors [30], including RGB, HSV, LAB, Opponent, rghistogram and transformed color distribution, and represent them as histograms. Texture is another well-studied component of image appearance. Gabor and Haar Wavelets [23] are selected for evaluation. Each image is filtered with Gabor wavelets at four scales and six orientations. The features of magnitude and phase angle at twenty four response images are concatenated into two feature vectors separately. The Haar Wavelet responses are generated in a similar way by convoluting an image with three
The information of the response magnitude is used as Haar feature. SIFT [22] and Histogram
of Oriented Gradient (HOG) [5] are also tested as local descriptors. SIFT is extracted sparsely for Harris-Laplacian
interest points. Images are then represented as a “bag-of-words” histogram. Extracting SIFT densely or incorporating
color SIFT [30] can improve the performance, but these
approaches generate much larger feature vectors, which
increase the computation complexity of both training and test-
ing procedures.

Instead of only using color features from the whole image [23], we also consider the saliency. As shown in
Figure 1, (a) and (c) are not similar in terms of the $L^1$ dis-

tance of RGB histograms. The averaged distance is 0.11
in all channels. Considering that many values in RGB his-
tograms are flat zeros, 0.11 is not small. The reason is that
the colors of the large scale regions of the sky are quite dif-

erent. By leveraging the features from saliency (Figure 1
(b, d)), the problem can be alleviated. The average distance
between the salient regions is 0.06 in this case. As we show
later (Figure 3), color information from saliency is a good
complement for the global information. The Spectral Resid-
ual Model (SRM) [15] is employed to automatically extract
the saliency, which is independent of features, categories or
other forms of prior knowledge of the object.

3.2. Obtaining Image Pairs

The features cannot be used for regularization algorithms
directly since the objective function is a similarity function.
For training purpose, similar and dissimilar image pairs are
required, whose ground truth is not available. Since the goal
is to assign relevant keywords, [23] proposed an approach
to discover these pairs based on the keyword similarity. Any
pair of images in the training set that share more than 4 key-
words is considered as a positive training example, while a
pair without any common keyword is a negative one. In-
utuitively, the distances within positive pairs are expected to
be smaller than the ones within negative pairs, since images
of similar pairs should be much closer with each other than
dissimilar ones. However, the approach above induces noise
(Figure 2 (a)) because there is no exact correlation between
visual similarity and keyword overlap. Distributions of dis-

tances within positive and negative pairs are mixed (Fig-

ure 2 (b)). Using these image pairs, regularization meth-
ods perform much better in this learning problem.

An iterative framework is proposed to obtain similar
and dissimilar pairs with less noise. It is inspired by the
relevance feedback algorithms and the expectation-


maximization (EM) algorithm. The intuition is that we try
to leverage both the distance and keyword similarity, so
we can remove noise according to the feedback informa-
tion (keyword similarity) from the training data, and iter-
atively improve the performance by finding better pairs and

weights. Each iteration includes two steps.

“E” step: Positive and negative pair candidates are de-


The set contains 5,000 images collected

Figure 2. Histograms of distances within positive pairs (a, c), and
within both positive pairs and negative pairs (b, d). (a, b) come
from the method in [23]. (c, d) are from our method.

4. Experiments

In this section we first describe our experimental proto-

cols. Then all features are evaluated using the image sets.
After that, regularization based feature selection methods
are evaluated and compared, which validates the benefits of
sparsity and group clustering priors.

4.1. Experimental Settings

To evaluate the performance and compare with other
state-of-the-art annotation algorithms, the proposed frame-
work is experimentally evaluated using two benchmarks
(Corel5K [7] and IAPR TC12 [11]).

Corel5K: It has become the benchmark for image anno-

tation. As shown in Table 2, many state-of-the-art methods
were tested on it. The set contains 5,000 images collected
from the larger Corel CD set, split into 4,500 training and 500 test examples. The whole set consists of 50 groups. In each group there are 100 similar images, such as beach, aircraft and tiger. The set is annotated from a dictionary of 374 keywords, with each image having been annotated by an average of 3.5 keywords.

IAPR TC12: It is a collection of 20,000 images. Its size is suitable for testing the scalability of annotation algorithms. Since the annotations are free-flowing captions, preprocessing is necessary to extract nouns as keywords. We use the same annotation as in [23]. The size of the keyword dictionary is 291 and an average 4.7 for each image.

The annotation results of previously published algorithms are shown in Table 2. The average precision and recall rates as well as the number of total keywords recalled are reported for comparison. Our experiments are based on the same features and settings. Five keywords are annotated for each test image. With more keywords assigned, recall can be increased while precision is decreased. Annotating five keywords is a good compromise between these two measurements. The keyword transfer procedure is similar to [23] except that we do not consider the global frequency of keywords since it may not be available in real word applications.

4.2. Evaluation of Features

Annotation results of features are provided in Figure 3 (green bars). Although each feature performs differently on Corel5K and IAPR TC12, similarities can still be observed. Transformed color spaces such as HSV and LAB generally perform better than RGB. Interestingly, using all six color spaces together does not improve much upon the single feature since they are highly correlated. Features from saliency alone perform similar to the global information, but combining global and saliency colors makes an improvement. The reason is that the saliency extracting algorithm is not always accurate. It may fail for images with complex background. When the saliency is correct, these features are dominantly good in some cases (Figure 1), while global information is better when saliency map misinterprets the image. Thus saliency features can be a reasonable complement of global ones. Texture from saliency is not selected since it only performs slightly better than random guess (less than 3% for precision and recall). It may be caused by the irregular shape of saliency. Texture information in IAPR TC12 achieves higher performance than the one in Corel5K, which shows that the importance of features vary in different image sets.

In the “leave-one-out” experiment (Figure 3, black bars), all features are used except for the one(s) in that row. In many cases, removing one set of features does not decrease performance. In fact, the results are even improved by pruning out RGB in IAPR TC12. Note that it does not show that these features are not important. It only validates our assumption of sparsity prior and redundancy of features. Since some features are highly correlated with each other, using all of them induces noise and decrease the performance. Besides, the processing time is also increased when using more features. Intuitively, the annotation performance can benefit from using this sparsity prior to prune features.

4.3. Evaluation of Regularization Methods

The first two rows of Figure 4 compare different regularization based feature selection methods applied on the Corel5K and IAPR TC12 respectively. The comparisons include equal weights, non-regularization, $L^2$, $L^1$ and group sparsity based regularization. They are based on the same group of features in Figure 3. The iterative framework is employed to get image pairs. Although regularization techniques are relatively robust to noise, the image pairs still influence the performance. Using pairs from our method performs better than using equal weights, while the similar number of pairs from the previous technique [23] only achieves about 10% in terms of precision and recall in our experiments. In our experiment, the pairs from Corel5K contains less noise than the ones from IAPR TC12, because
weights with our features are available in Table 2 and Fig-

![Figure 4](image-url) Figure 4. Annotation results of different regularization methods. 1st row: Corel5K; 2nd row: IAPR TC12; 3rd row: using weights calculated from Corel5K to test IAPR TC12. The legend is shown in the third figure of the first row. The horizontal axis represents the tuning parameter $\lambda$, from 1 to 100 with step size 5. The vertical axis represents the performance such as precision and recall.

<table>
<thead>
<tr>
<th>Method</th>
<th>Corel5K</th>
<th></th>
<th>IAPR TC12</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CRM[19]</td>
<td>0.16</td>
<td>0.19</td>
<td>107</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>InfNet[24]</td>
<td>0.17</td>
<td>0.24</td>
<td>112</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NPDE[32]</td>
<td>0.18</td>
<td>0.21</td>
<td>114</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SML[4]</td>
<td>0.23</td>
<td>0.29</td>
<td>137</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>TGLM[21]</td>
<td>0.25</td>
<td>0.29</td>
<td>131</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MBRM[8]</td>
<td>0.24</td>
<td>0.25</td>
<td>122</td>
<td>0.24</td>
<td>0.23</td>
</tr>
<tr>
<td>JEC[23]</td>
<td>0.27</td>
<td>0.32</td>
<td>139</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td>LASSO[23]</td>
<td>0.24</td>
<td>0.29</td>
<td>127</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td>TagProp[12]</td>
<td>0.33</td>
<td>0.42</td>
<td>160</td>
<td>0.46</td>
<td>0.35</td>
</tr>
<tr>
<td>GS</td>
<td>0.30</td>
<td>0.33</td>
<td>146</td>
<td>0.32</td>
<td>0.29</td>
</tr>
</tbody>
</table>

Table 2. Annotation results of previous published algorithms on Corel5K and IAPR TC12. N+ denotes the number of recalled keywords. GS is the proposed method and stands for group sparsity.

Corel5K also has category information, which can be used with the keyword information together as feedback. IAPR TC12 only includes keyword ground truth. Thus weights calculated from Corel5K generally perform better than the ones from IAPR TC12.

The models’ sensitivities of the tuning parameter $\lambda$ are investigated by observing a large range of $\lambda ([1, 100])$. Note that equal weights and non-regularization methods do not depend on the tuning parameter. The performance of equal weights with our features are available in Table 2 and Figure 4. Generally it is robust and performs well since sophisticated features are employed. However, it does not use any keyword similarity information to find nearest neighbors. The assumption that images with less feature distance share more common keywords is not universally true. Thus the performance can be improved by using regularization methods with image pairs selected from keyword similarity, and our results validate this point.

Using least square without regularization underperforms the task since the singular system induces numerical errors even using pseudo inverse. It performs worse in IAPR TC12 because IAPR TC12 includes much more testing images and the image pairs contains more noise. $L^2$ regularization highly increases the robustness and performance of the solution. However, neither sparsity nor clustering prior are leveraged. The results are generally not sparse (see Section 4.4). Without the clustering prior, $L^1$ performs even worse than $L^2$ regularization, although sparsity is induced. The reason is that $L^1$ regularization can arbitrarily prune the features without keeping the structure. Thus important features may not be preserved, and the solution is less stable. Generally the starting points of regularization methods are close, since they tend to be the non-regularization problem when $\lambda$ is close to zero.

Our method leverages both sparsity and clustering priors, and it performs better than previous methods. The performance does not decrease much when increasing the tuning parameters since the structure prior contributes to the stability of the model. In fact, within a large scale of $\lambda$ the model achieves similar performance. There are small fluctuations in Corel5K when the tuning parameter is not very large. It may be caused by the discreteness of the keywords transfer mechanism. Since IAPR TC12 includes 2,000 test images, the discreteness problem can be alleviated and the small fluctuations are reduced. When the tuning parameter is larger than a certain level the overfitting problem still exists in Corel5K. The quantitative results of our method are available in Table 2. It outperforms other regularization based methods and all annotation algorithms except recently proposed TagProp [12]. It is reasonable since we focus on the feature selection and do not create models for single keywords.

To demonstrate that the models do not rely on the specific image set and can be used in practical applications, weights calculated from Corel5K are used on the IAPR TC12 directly. The results are shown in the third row of Figure 4. Interestingly, the weights from Corel5K work well and sometimes even better than ones from IAPR TC12 since the image pairs from Corel5K contains less noise.

Table 3 compares predicted keywords and human annotations of images from Corel5K and IAPR TC12. In all of our experiments, five keywords are transferred to each image, unless the keywords from similar images are less than...
Table 3. Predicted keywords versus human annotations for images from IAPR TC12 (first row) and Corel5K (second row). The keywords are predicted using our proposed algorithm. The differences in predicted keywords are marked in italic font. Although redundancies may misinterpret the images, some keywords explain them well.

4.4. Sparsity

Sparsity is preferred since it can alleviate the overfitting problem and increase the robustness of the model. Furthermore, when computing pairwise distances between a test image and all training images, the computation complexity is $O(mn)$, where $n$ is the number of training images and $m$ is the number of features. Thus reducing the number of features decreases the computation complexity. Figure 5 shows the percentage of nonzero elements of weights after regularization with different tuning parameters. From the results, equal weights method puts no constraint on the number of features. Thus all weights are nonzero. When many features are used, the performance may be highly decreased. The result of the least square solution without regularization is similar to that of equal weights method since no parsimony constraint is induced. $L^2$ regularization tends to have relatively fewer large weights with many small ones. Sparsity is not produced. $L^1$ regularization effectively decreases the number of nonzero elements. However, the annotation performance is also reduced (see Section 4.3). Our group sparsity based method not only produces relative sparse solutions, but also does not sacrifice the annotation performance. Its sparsity is generally stable because of the benefit of structure priors.

4.5. Summary

The experimental results show the following facts. 1) Performances of many features and feature combinations in the annotation task are reported. The “leave-one-out” test shows that removing some features usually does not decrease the annotation performance much. Since these features may highly correlate with each other, sparsity prior can contribute to the pruning procedure in a certain level. 2) Regularization based feature selection methods are employed to incorporate keyword information. Group clustering prior benefits the performance and stability of the model in the annotation task. It also produces relatively sparse solutions. The weights calculated from a set of images also work well for the other set of images. In all experiments the method using group sparsity priors shows improved performance and stability.
5. Conclusions

In this paper, we proposed a group sparsity based feature selection method to solve the annotation task. This algorithm leverages both sparsity and clustering priors to prune the features. Keyword information is also incorporated into the framework by searching similar and dissimilar image pairs from both keyword similarities and relevance feedback. Compared to other regularization methods, it shows higher performance in the image annotation task. In the future we will investigate the importance of different settings in our algorithm, such as grouping methods and feature combinations, since these settings may influence the regularization performance of group sparsity. We also plan to combine our method with the distance learning approaches [13, 9] by incorporating this group sparsity term into their loss functions. Dynamic Group Sparsity (DGS) [16] will also be tested in this application.
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