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Two main benefits:

1. enhanced sense representation
2. increase of sense coverage

Alignment on sense level
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 Main focus on Wikipedia‘s category system and infoboxes
 goal: semantically enriched ontology
 e.g., Suchanek et al., 2007, Toral et al., 2008, 2009, Ponzetto and Navigli, 2009

 Two works consider Wikipedia‘s articles and WordNet
 Ruiz-Casado et al., 2005: Simple English Wikipedia
 automatic mapping based on string comparison methods
 no analysis regarding the complementarity of senses

 Mihalcea, 2007: Wikipedia as a source of sense annotations
 manually mapped Wikipedia articles to WordNet synsets

Related Work
Alignment of Wikipedia and WordNet
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 Main focus on Wikipedia‘s category system and infoboxes
 goal: semantically enriched ontology
 e.g., Suchanek et al., 2007, Toral et al., 2008, 2009, Ponzetto and Navigli, 2009

 Two works consider Wikipedia‘s articles and WordNet
 Ruiz-Casado et al., 2005: Simple English Wikipedia
 automatic mapping based on string comparison methods
 no analysis regarding the complementarity of senses

 Mihalcea, 2007: Wikipedia as a source of sense annotations
 manually mapped Wikipedia articles to WordNet synsets

Our contributions: 
- Analysis of sense coverage / complementarity
- Dataset with human annotations
- Insights for the (fully) automatic alignment
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# extracted 
Wikipedia 

senses

# WordNet 
senses

None 12,493 15.2%
One 27,973 34.1%
More than one 41,649 50.7%

• for each synonymous word extract all
• articles with title matching word 
• articles with redirect matching word
• with or without description tag

• examples
• article Script (typefaces)
• article Script(comics)
• article Penmanship has redirect

Handwriting



• dataset:
• 38 synsets yield 297 potential sense pairs
• 7.82 articles per synset on average

• annotation task:
• four human annotators
• label either as same sense or not 
• annotations reliable, inter-annotator agreement:

• Ao = 0.97, multi-kappa = 0.84

How to build an aligned sense inventory?
2. Disambiguation of potential sense pairs: Human annotations
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• 21 synsets aligned with at least one article

• 17 synsets not aligned
• entry in disambiguation page: 4 (ongoing work)
• article title / redirect did not match synset words: 2 
  (already included in the new version)
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Leary ultimately joined 
the [[Bandwagon effect|
bandwagon]] of "acid 
populism" as well.
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• 21 synsets aligned with at least one article

• 17 synsets not aligned
• entry in disambiguation page: 4 
• article title / redirects did not match synset words: 2
• remaining not in Wikipedia !
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• article – synset is an appropriate level of granularity (cf. Mihalcea, 2007)
• two main benefits:

• enhanced sense representation
• complementarity of senses

• two-step approach: candidate extraction and disambiguation
• extraction: 

• consider link labels and process disambiguation pages
• disambiguation:

• high-inter annotator agreement motivates automation

Conclusions
Lessons learned
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• generate larger dataset for evaluation
• perform automatic alignment

• text similarity measures
• ...

• integrate other resources
• sense inventories, dictionaries
• e.g. YAGO

Future Work
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Thank you for your attention!
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Ubiquitous Knowledge Processing

http://www.ukp.tu-darmstadt.de
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Terminology
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Wikipedia sense

WordNet

WordNet sense



• examples:

How to build an aligned sense inventory?
2. Disambiguation of potential sense pairs: Human study
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WordNet Wikipedia
<configuration, 
constellation>: an 
arrangement of parts or 
elements

<Configuration 
(mathematics)>: In 
mathematics, especially 
geometry, a configuration is an 
…<alignment>: the spatial 

property possessed by an 
arrangement or position of 
things in a straight line or in 
parallel lines

<Typographic alignment>: In 
typesetting and page layout, 
alignment or range, is the 
setting of text flow or image 
placement …



Why synset and not word sense level?

 the only difference is the number of extracted potential Wikipedia articles
 it is more likely that we extract the appropriate Wikipedia article if we 

consider all synonymous words in a synset

 if we can align on synset level, we can also align on word sense level
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Application of an aligned sense inventory

 Increase of sense coverage
 Representation contains relational information from WordNet and 

encyclopaedic information from Wikipedia (multilingual)

 Ability to automatically acquire sense-tagged corpora in a mono- and 
multilingual fashion
 For each WordNet synset, the article text of the aligned Wikipedia sense can be 

automatically extracted similar to Mihalcea, 2007
 Conversion of sense-tagged corpora (e.g. Senseval) to another sense 

representation
 Use Wikipedia content to extract new sense frequency values

 Enhance Wikipedia articles with synonyms (e.g. as redirects)
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• 21 synsets aligned with at least one article

• 17 synsets not aligned
• 4 of them as entry in disambiguation page
• for 2 of them appropriate article could not be extracted
• remaining synsets not in Wikipedia (one third)

19.05.2010  |  Computer Science Department  |  UKP Lab – Prof. Dr. Iryna Gurevych  |  Elisabeth Wolf
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Analysis



 

consider link anchors

process of disambiguation pages
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How to build an aligned sense inventory? 
Analysis

Leary ultimately joined 
the [[Bandwagon effect|
bandwagon]] of "acid 
populism" as well.

?

?

Subject of our ongoing work


