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Motivation 

Ã Emergence of biological  

datasets in the cloud of 

Linked Data  

 

 

Ã Biological objects (e.g., genes or proteins) are annotated with 

controlled vocabulary terms from ontologies 

Ã Links form a graph that captures meaningful biological knowledge 

Ã Sense making of annotation graph is important to scientists 
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Motivation: Gene Annotation Graphs 

Ã Genes are annotated with Gene Ontology (GO) and Plant 

Ontology (PO) terms 

 

 

 

 

 

 
 

Ã Prediction of new annotations as hypothesis for experiments 

Ä Link prediction is predicting new functional annotations for a gene 

Anno- 
tations 
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Outline 

Ã Motivation 

Ã Problem Definition and Example 

Ã Link Prediction Framework 

Ä Dense subgraphs 

Ä Graph summarization 

Ä Prediction function 

Ã Evaluation 

Ã Summary & Outlook 
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Problem Definition 

Ã Tripartite Annotation Graph (TAG) 

Ä 3 sets of nodes: A, B, C 

Ä 2 types of edges: A³B, B³C   

Ã Evolution of TAGs 

Ä G1 at time t1  

Ä G2 at future time t2 

Ä G2 = G1 + new edges 

Ã Link Prediction: Can we predict new edges based on G1 only? 

Ä Potential edges 
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TAG: Example 

Plant Ontology Genes Gene Ontology 

Is this annotation  

likely to be added 

in the future? 
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Link Prediction in Graphs 

Ã Neighborhood-based approaches fail 

Ä Based on overlap of neighboring nodes 

Ä For TAGs: N(a) Í B and N(b) Í{AÇC}   

 N(a)ÆN(b)=Å 

 

Ã Path-based approaches suffer  

from layered structure 

Ä Aggregate all paths from a to b 

Ä For TAGs: Path lengths=3, 5, 7, ... and  

minimal path length of 3 is very likely  

for many (a,b) 

Ä Example: Katz metric 
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Link Prediction Framework 

Tripartite 
Anno- 
tation 
Graph  
(TAG) 

Ranked  
List 
of pre- 
dicted 
Links 

Link 
Prediction 

Scoring 
Function 

Ã Dense Subgraph (optional) 

Ä Focus on highly connected subgraphs  

Ã Graph summarization:  

Ä Identify basic pattern (structure) of the graph 

Ã Link Prediction 

Ä Predicted links reinforce underlying graph pattern 

Dense 
Subgraph 

Distance 
Restriction Dense 

Subgraph 

Filter 

Graph 
Summa-
rization 

Cost 
Model 

Graph 
summary 

Link Prediction 
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Dense Subgraph 

Ã Motivation: graph area that is rich or dense with annotation is an 

òinteresting regionó 

Ã Density of a subgraph = number of induced edges / number of 

vertices 

Ã Tripartite graph with node set (A, B, C) is converted into bipartite 

graph with (A, C) 

Ä Weighted edges = number of shared bõs 

Ä Apply technique of [1] 

Ã Distance restriction for DSG possible 

Ä Hierarchically arranged ontology terms 

Ä All node pairs of A and C are within a given distance 

[1] Saha et al. Dense subgraphs with restrictions and  

     applications to gene annotation graphs. RECOMB, 2010 
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Graph Summarization 

Ã Minimum description length approach [2] 

Ä Loss-free; employs cost model  

Ã Graph summary  

= Signature + Corrections 

Ã Signature: graph pattern / structure 

Ä Super nodes = complete partitioning of nodes 

Ä Super edges = edges between super nodes  

= all edges between nodes of super nodes 

Ã Corrections: edges e between  

individual nodes 

Ä Additions: e Í G but e Î signature 

Ä Deletions: e Î G but e Í signature 

[2] Navlakha et.al. Graph summarization with bounded error. SIGMOD, 2008 
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Graph Summarization: Example 
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Graph Summarization: Example 
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Prediction Function 

Ã Last element in link prediction workflow 

Ã Compute prediction scores for potential edges 

Ä p: e=(a,b)  [0,1] 

Ã Function employs features of graph summary 

Ä Size of super nodes of a and b 

Ä Connected by a super edge 

Ä Number of additions/deletions related to a and b 

Ä ... 

Ã Current approach: p(e) = s(e) Ö c(a) Ö c(b) 

Ä s = Super node factor (prefers large super nodes) 

Ä c = Correction factor (prefers few corrections) 
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Prediction Function: Example 

Ã p(PO_20030, CIB5) º 0.96  

Ä Deletion, high prediction score because it is the òonly missing pieceó to a 

òperfect 4x6 patternó 

Ã p(GO_5573, CIB5) º 0.06  

Ä No deletion, low prediction score due to largely unconncected super 

nodes 
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Evaluation: Setup 

Ã The Arabidopsis Information Resource (TAIR) 

Ä 3 subsets ¨ 10 genes + all related POs / GOs 

Ã òLeave k out, predict kó approach 

Ä Comparison with Katz metric 

Ã Mean average precision 
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Baseline Analysis 

Ã GS outperforms 

Katz for ds3 

Ä Similar results 

for ds1+ds2 

Ã ds2 shows least 

prediction 

accuarcy 


